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A. Overview

The Department of Health and Human Services (DHHS) is responsible for implementing and administering a program to protect its information resources, in compliance with the Computer Security Act of 1987 and the directives of the Office of Management and Budget (OMB), the National Security Agency (NSA), and other Federal agencies. To meet these requirements, the Department has instituted the Automated Information Systems Security Program (AISSP).

The AISSP applies to all DHHS organizations and their employees, including contractors, who are responsible for systems or data, both in hard copy and electronic form, or for the acquisition, management, and/or use of information resources. The program applies to all Automated Information Systems (AISs), including application systems and databases; to all AIS facilities, including mainframe, minicomputer, and microcomputer platforms; and to all Information Technology Utilities (ITUs), including Local Area Networks (LANs) and Wide Area Networks (WANs).

The Department's AIS Security Program is described in several related documents. DHHS IRM Circular No. 10, "Automated Information Systems Security Program," along with this AISSP Handbook, establishes policies, procedures, and responsibilities for the implementation and administration of the AISSP. DHHS Circular No. 18, "Microcomputer Security Training," establishes policies, procedures, and responsibilities for the implementation and administration of a microcomputer security training program within the Department. A series of guidance documents suggests approaches for implementing Departmental security policy.

The AISSP Handbook is considered a policy document. To assist in its implementation, guidance and examples of standard processes and procedures are sometimes provided. AISSP requirements are clearly designated by language such as "required", "responsible for", and "must". Guidance and examples are designated by language such as "illustrative", "example", "guidance", and "may". Guidance documents are cited, as appropriate, but their use by the OPDIVs is optional.

The purpose of this chapter is to provide an overview of the Handbook. This chapter covers the Department's AIS security policy and security responsibilities, and summarizes subsequent chapters of the Handbook.
B. AIS Security Policy
DHHS will implement a Department-wide AIS security program to assure that each automated information system has a level of security that is commensurate with the risk and magnitude of the harm that could result from the loss, misuse, disclosure, or modification of the information contained in the system. Each system's level of security must protect the confidentiality, integrity, and availability of the information. Specifically, this requires that:

a. each AIS have the appropriate technical, personnel, administrative, environmental, and telecommunications safeguards;

b. AIS security should be cost-effective; and

c. an AIS which supports critical OPDIV functions has a contingency or disaster recovery plan to provide continuity of operation.

Each OPDIV shall administer an AIS security program that meets statutory, regulatory, and Departmental requirements and the needs of the OPDIV and the public. 

C. Definitions
Appendix D contains official definitions and definitions for terminology and concepts used in this Handbook. Appendix E contains definitions of acronyms.

D. AIS Security Program Content
In accordance with overall DHHS policy, the AISSPs established by the Operating Divisions (OPDIVs) must fulfill the following minimum requirements. OPDIVs may redelegate the authority for meeting these responsibilities as they see fit.

Program Responsibilities

1. Implement and maintain an AISSP, including the preparation of policies, standards, and procedures, as appropriate.

2. Designate a staff member to serve as Senior Information Systems Security Officer (ISSO) for the OPDIV. OPDIV management has primary responsibility for the overall direction of the AISSP within the organization.

3. Assign responsibility for the security of each AIS, AIS facility, or ITU to the management official most knowledgeable about the program which the AIS, AIS facility, or ITU supports, and ensure adequate training for that official.

4. Provide adequate resources to implement and maintain a cost-effective security program.

5. Assign security level designations to all databases, application systems, AISs, AIS facilities, and ITUs.

6. Develop and maintain an AIS security profile.

7. Implement physical security policies to ensure compliance with requirements in Part 7 of the DHHS General Administration Manual.

Security Plans

8. Identify sensitive systems, and develop and implement Computer Systems Security Plans (CSSPs).

Applications Security

9. Establish a control process to ensure that appropriate administrative, physical, and technical safeguards are incorporated into all new AIS applications and significant modifications. Such controls for sensitive applications must include policies and responsibilities for at least the following cases:

a. Defining and approving systems security specifications prior to programming.

b. Conducting and approving design reviews and application systems tests of the security features of systems prior to systems implementation.

10. Establish a program for conducting periodic reviews and evaluations and for certifying the adequacy of the security safeguards of each AIS commensurate with its security level designation. Such reviews must be conducted at intervals not exceeding three years.

11. Ensure that contingency plans are developed, maintained, and tested. 

Personnel Security 

12. Implement personnel security policies covering all individuals participating in AIS design, operation, and maintenance, or having access to data from such systems.

Information Technology Installations

13. Assign responsibility for conducting periodic risk analyses for each AIS facility and ITU. Such periods shall not exceed five years.

14. Ensure that appropriate security requirements are included in specifications for the acquisition or operation of AIS facilities, ITUs, equipment, software packages, or related services.

15. Ensure that contingency or disaster recovery plans provide for adequate continuity of operation.

Security Awareness and Training

16. Develop, implement, and evaluate an employee AIS security awareness and training program.

Reporting

17. Include A-130 security weaknesses in the annual A-123 report to the President.

18. Provide AISSP reports, as required.

19. Develop and implement a security breach reporting system.

Exhibit I-A, "Automated Information Systems Security Program," summarizes the minimum security requirements in relation to the sources of authority listed below:

The Computer Security Act of 1987, P.L. 100-235 (1988). (Act 1987)

OMB Circular No. A-130, Appendix III, "Security of Federal Automated Systems," December 12, 1985. (A-130)

OMB Circular No. A-123 Revised, "Internal Control Systems," August 4, 1986. (A-123)

OMB Circular No. A-127, "Financial Management Systems," December 19, 1984. (A-127)

Federal Personnel Manual, Chapter 731, "Personnel Suitability," Draft; and DHHS Instruction 731-1 from "Personnel Security/Suitability Policy and Guidance," Draft. (FPM)

Federal Information Resources Management Regulations (FIRMR), 1990. (FIRMR)

Privacy Act of 1974, Public Law 93-579 (1974), as amended; Freedom of Information Act, Public Law 90-23. (PA/FOIA)

National Institute of Standards and Technology (NIST)

FIPS PUB 31, Guidelines for Automatic Data Processing Physical Security and Risk Management, June 1984.

FIPS PUB 65, Guideline for Automatic Data Processing Risk Analysis, August 1, 1979.

FIPS PUB 73, Guidelines for Security of Computer Applications, June 30, 1980.

FIPS PUB 87, Guidelines for ADP Contingency Planning, March 27, 1981.

FIPS PUB 102, Guideline for Computer Security Certification and Accreditation, September 27, 1983.

SPEC PUB 500-172, Computer Security Training Guidelines, November 1989.

This Handbook contains the detailed policy and guidance to satisfy these minimum security requirements. In addition, these requirements satisfy the security aspects of the 55 control requirements derived from the major control directives, as identified by the President's Council on Management Improvement and the President's Council on Integrity and Efficiency, and published in the Model Framework for Management Control Over Automated Information Systems. These control requirements are listed in Appendix B, "Control Requirements" and cross referenced to the control directives in Appendix C, "Control Requirements Cross Referenced to Major Control Directives."

E. Responsibilities
1. Secretary of the Department of Health and Human Services

The Secretary is responsible for the implementation and administration of an automated information systems security program within the Department.

2. Assistant Secretary for Management and Budget (ASMB)

The ASMB, as the Designated Senior Information Resources Management (IRM) Official, is responsible for:

a. Overseeing the Department's AIS security program and approving associated policy.

b. Ensuring an appropriate level of protection for all Departmental information resources, whether retained in-house or under the control of contractors, including the establishment of physical, administrative, and technical safeguards.

c. Issuing security program requirements and guidelines for data, AISs, AIS facilities, and ITUs. This includes both physical and electronic security requirements.

3. Deputy Assistant Secretary for Information Resources Management (DAS/IRM)

The DAS/IRM is responsible for:

a. Developing security policy for the Department.

b. Promoting and coordinating the Department-wide AIS security program activities.

c. Monitoring OPDIV AIS security program activities by:

(1) Reviewing an annual sample of OPDIV security plans for sensitive systems;

(2) Reviewing progress reported in the OPDIV Five-Year IRM plans and the IRM Environment and Resources Report;

(3) Ensuring OPDIV AIS Security Officers approve Agency Procurement Requests submitted to the Office of Information Resources Management for approval; and, 

(4) Evaluating safeguards used to protect major information systems.

d. As part of the on-site IRM reviews of the OPDIVs, ensuring that the OPDIVS are in conformance with DHHS AIS security policies.

e. Appointing the Senior Information Systems Security Officer for the Department to assist in coordinating and evaluating the AIS security program.

f. Defining and establishing the basic control requirements applicable to the four security levels of data sensitivity and the four security levels of operational criticality.

g. Establishing security program requirements for OPDIVs.

h. Preparing any report that may be required of the Department in conjunction with OMB Circular A-130, Appendix III and the Computer Security Act of 1987.

i. Providing the resources necessary to administer the Department's AISSP.

j. Performing official AISSP liaison activities with non-DHHS Government organizations and private organizations or committees, as required.

k. Coordinating the AISSP with the Department's Internal Controls Program to preclude fraud, waste, and abuse with regard to the Department's information resources, and to avoid duplication of effort across these programs.

4. Heads of OPDIVs

OPDIV heads are responsible for:

a. Developing and implementing OPDIV security procedures, standards, and guidance consistent with Departmental and Federal requirements.

b. Including security considerations in applications systems development, implementation, and operation and maintenance activities.

c. Developing, implementing, and maintaining CSSPs for sensitive systems.

d. Providing an objective, independent review and approval process for both CSSPs and Agency Procurement Requests to validate the adequacy of the proposed security safeguards.

e. Establishing and administering a security awareness and training program.

f. Establishing and administering an AIS personnel suitability/screening program.

g. Establishing and maintaining a program for computer security certification and accreditation.

h. Integrating the AIS security program with the internal control requirements of OMB Circular A-123.

i. Appointing an OPDIV Senior ISSO to assist in the coordination of the AIS security program and participate in Department-wide security initiatives and activities.

j. Ensuring that additional OPDIV security policies are developed and implemented as required for data, personnel, AISs, AIS facilities, and ITUs.

k. Ensuring that managers within their organizations are kept apprised of, and held accountable for, security control requirements.

l. Ensuring that security level designations are assigned for AIS facilities and ITUs under their control.

m. Ensuring that appropriate risk management programs are developed, implemented, and maintained for all data, AISs, and AIS facilities under their jurisdiction. (Refer to FIPS PUBS 31 and 65 for additional guidance.)

n. Ensuring that appropriate contingency plans are developed, tested, and maintained within their organizations.

o. Ensuring that an Application System Manager is appointed for each application system and a Database Manager is appointed for each database with a security level designation of Level 4, 3, or 2. Note that temporary working files are excluded from this requirement.

p. Ensuring compliance with all legal requirements concerning the use of commercial proprietary software; e.g., respecting copyrights and obtaining site licenses.

q. Ensuring that appropriate safeguards are implemented to minimize the risk to AISs, AIS facilities, and ITUs from malicious software and intrusions. (See Chapter XIII, "Malicious Software and Intrusions.")

5. Deputy Assistant Secretary for Budget (DASB)

The DASB is responsible for coordinating the Department's Internal Controls Program with the AISSP to ensure comprehensiveness, and for establishing uniform security level designations for the financial management systems according to the guidelines of OMB Circular A-127.

6. Deputy Assistant Secretary for Grants and Acquisition Management (DAS/GAM)

The DAS/GAM is responsible for:

a. Ensuring that information resources security policies are covered in the data processing and project management training courses.

b. Ensuring that Contracting Officers enforce sensitivity/criticality requirements, as designated in contracts.

c. Developing guidelines for information resources personal property management.

d. Establishing uniform AIS facility security policies.

7. Assistant Secretary for Personnel Administration (ASPER)

The ASPER is responsible for:

a. Developing personnel security guidelines, processing personnel clearance requests for each designated individual, and transferring personnel security information to other agencies. (See DHHS Instruction 731-1, Personnel Manual.)

b. Developing DHHS' policy for the safeguarding of documents containing classified information (i.e., Classified Document Manual) and for monitoring implementation of these policies.

c. Initiating personnel investigations conducted by the Office of Personnel Management (OPM).

d. Providing advice and technical assistance on adult learning and instructional technology to designers and developers of AIS security training courses and programs.

8. AIS Facility Managers and ITU Managers

AIS Facility Managers share the responsibility for:

a. Ensuring the security of the data and application systems which are stored or processed in their facilities.

b. Ensuring that basic security services are provided for their AIS facilities; e.g., access, temperature control, fire protection, and electrical power.

ITU Managers share the responsibility for:

a. Ensuring the security of the data and application systems which are stored or processed in their ITUs.

b. Ensuring that appropriate security requirements are included in the specifications for the acquisition and operation of the ITUs and related services.

Both AIS Facility Managers and ITU Managers are responsible for:

a. Determining the level of secure service their facilities/ITUs are to provide, and assigning security level designations to their facilities/ITUs based on the sensitivity of the AISs and databases they need to process. (See Chapter VIII, "AIS Facilities.")

b. Specifying, implementing, and reviewing procedures used to protect the integrity of their facilities/ITUs and operating systems.

c. Ensuring that their facilities fully comply with physical security requirements, as defined in Part 7 of the DHHS General Administration Manual.

d. Ensuring that the security needs of their facilities/ITUs are identified, breaches are monitored, and corrective actions are taken.

e. Ensuring that all AIS Managers and users of their facilities/ITUs are aware of the level of secure service offered (i.e., security level designation), including safeguards that may be implemented and waivers received.

f. Conducting risk analyses of their facilities/ITUs to determine cost-effective and essential security safeguards. (See Chapter V, "Risk Management.") The minimum safety requirements and safeguards for all AIS facilities are outlined in Chapter III, Exhibit III-A, "Matrix of Minimum Security Safeguards."

g. Developing CSSPs for communications systems or networks that transmit sensitive data.

h. Developing and maintaining contingency plans, including the designation of personnel to be responsible for effecting backup operations in the event of major disruptions. (See Chapter VI, "Contingency Planning," and Chapter XII, "Data Communications and Networks.")

i. Determining the appropriate position sensitivity designations for critical and sensitive personnel positions and ensuring that employees under their jurisdiction have undergone appropriate background investigations. (See Chapter VII, "Personnel Security/Suitability and Training.")

j. Working with the Project Officer, Contracting Officers, and organization ISSO to ensure that Requests for Proposals (RFPs) pertaining to their facilities/ITUs comply with the Departmental AISSP, and participating in the technical review of proposals. (See Chapter XIV, "Acquisitions and Contracts.")

k. Providing security for the data and application systems which are stored or processed in their facilities/ITUs.

l. Ensuring that employees under their jurisdiction receive appropriate security training.

m. Selecting, implementing, and maintaining safeguards that minimize the risk to their AIS facilities/ITUs from malicious software and intrusions. (See Chapter XIII, "Malicious Software and Intrusions.")

9. AIS Managers and Application System Managers

AIS Managers are responsible for:

a. Ensuring the security of the data within their AISs, including the determination of the security level designations for their AISs and associated databases. (See Chapter II, "Security Level Designations.")

b. Ensuring that appropriate security safeguards exist to adequately protect their AISs (and databases for which they are responsible) commensurate with the security level designations assigned (e.g., secure storage facilities, duplicate backup copies, alternative "contingency processing plans"). (See Chapter III, "Security Level Requirements.")

c. Notifying the organization ISSO and users of the levels of security required by their data and data processing capabilities.

d. Ensuring that the security requirements of their data and data processing capabilities will be and are being met.

e. Ensuring that their AISs (and databases for which they are responsible) are only run at AIS facilities and ITUs with security level designations equal to or higher than the designations of their AISs.

f. Conducting risk analyses of their AISs to determine cost-effective and essential security safeguards. (See Chapter V, "Risk Management.")

g. Ensuring that backup copies of data critical to the performance of their organizations are made, maintained, safeguarded, and ready for use in the event of a disaster. (See Chapter VI, "Contingency Planning.")

h. Ensuring that CSSPs exist for communications systems or networks that transmit sensitive data. (See Chapter XII, "Data Communications and Networks.")

i. Determining the appropriate position sensitivity designations for critical and sensitive personnel positions and ensuring that employees under their jurisdiction have undergone appropriate background investigations. (See Chapter VII, "Personnel Security/Suitability and Training.")

j. Ensuring that employees under their jurisdiction receive appropriate security training.

Application System Managers are responsible for:

a. Designating the security levels of their application systems and data, and determining the security safeguards required to protect them. Application System Managers must inform AIS Facility Managers, where the applications are processed, of the security safeguards required for their application systems and data.

b. Notifying the organization ISSO and users of the level of security required by their application systems.

c. Certifying that the security requirements of their application systems are being met or will be met.

d. Ensuring that appropriate administrative, physical, and technical safeguards are incorporated into application systems under development or enhancement. These safeguards include defining and approving security specifications, conducting design reviews of security features, testing security features, and protecting sensitive data during development.

e. Ensuring that their application systems are only run at AIS facilities and ITUs that are certified at a level of security equal to or higher than the security level designated for their application systems. 

f. Ensuring compliance with all legal requirements concerning the use of commercial proprietary software; e.g., respecting copyrights and obtaining site licenses.

g. Conducting risk analyses of their sensitive application systems.

h. Ensuring that Privacy Act Officers/Coordinators are notified of changes in system technology or safeguards, which could trigger the need for an update to, or major modification of, a Privacy Act system notice, pursuant to Privacy Act requirements.

Both AIS Managers and Application System Managers are responsible for:

a. Documenting and explaining why required security safeguards or recommendations cited in Risk Assessments/CSSPs cannot be met.

b. Periodically reviewing and verifying that all users of their AISs/application systems are authorized and are using the required security safeguards.

c. Working with the Project Officer, Contracting Officers, and organization ISSO to ensure that RFPs pertaining to their AISs/application systems comply with the Departmental AISSP, and participating in the technical review of proposals. (See Chapter XIV, "Acquisitions and Contracts.")

10. Database Managers

Database Managers are responsible for:

a. Designating the sensitivity levels of their databases and establishing and communicating the security safeguards required for protecting them.

b. Notifying the organization ISSO and users of the level of security required by their databases.

c. Certifying that the security requirements of their databases are being met or will be met.

d. Documenting and explaining why required security safeguards or recommendations cited in Risk Assessments/CSSPs cannot be met.

e. Periodically reviewing and verifying that all users of their databases are authorized and are using the required security safeguards.

f. Ensuring that their databases are only run at AIS facilities and ITUs that are certified at a level of security equal to or higher than the security level designated to their databases.

11. OPDIV Senior ISSOs

OPDIV Senior ISSOs are responsible for:

a. Directing, coordinating, and evaluating the AISSPs of their organizations.

b. Maintaining for their organizations an inventory of the application systems, databases, AISs, AIS facilities, and ITUs that have been designated with a security level of 4 or 3. Maintenance of Level 2 and 1 inventories is optional. However, Level 2 systems that require CSSPs, because they meet the criteria of the Computer Security Act, must be inventoried. Note that temporary working files are excluded from this requirement.

12. ISSO or OPDIV Senior ISSO

The ISSO in each DHHS organization, or the OPDIV Senior ISSO in an OPDIV without sublevel agencies, is responsible for:

a. Evaluating and providing information about the AISSP to the organization's management, and communicating Departmental AISSP requirements and concerns to the organization.

b. Ensuring that CSSPs for sensitive systems are developed, reviewed, implemented, and revised.

c. Providing advice and assistance to AIS Managers, Application Managers, ITU Managers, AIS Facility Managers, and other organizational personnel concerning the security of sensitive data and the security of critical data processing capabilities.

d. Reporting information resources security breaches in accordance with the security breach reporting procedures developed and implemented by the OPDIV.

e. Conducting information resources security awareness and training needs assessments, determining appropriate training resources, and coordinating training activities for target populations. (See Chapter VII, "Personnel Security/Suitability Training" and AIS Security Training and Orientation Program Guide.)

f. Coordinating the risk management programs of their organizations with the OPDIV Internal Control Officers to ensure that all risk management programs are well integrated. (See Chapter V, "Risk Management.")

g. Maintaining the documentation used to establish the security level designations of all databases, application systems, AISs, AIS facilities, and ITUs within their organizations.

h. Developing, directing, and implementing risk management programs and monitoring all phases of these programs to ensure that they are conducted properly and effectively.

i. Assisting AIS Facility Managers and ITU Managers in developing policies to ensure that contingency plans are either in place for AIS facilities and ITUs or are under active development. (See Chapter VI, "Contingency Planning.")

j. Coordinating with ASPER to ensure the organization's compliance with the AIS Personnel Security Program. (See Chapter VII, "Personnel Security/Suitability and Training.")

k. Assisting Application System Managers in establishing, and users in implementing, the appropriate security safeguards required to protect microcomputer hardware and data from improper use or abuse. (See Chapter XI, "Microcomputers.")

l. Assisting Project Officers and appropriate Application System Managers/AIS Managers/AIS Facility Managers/ITU Managers in carrying out the provisions of the AISSP policy for solicitations and contracts; and for certifying that proposals received in response to an RFP, and certified as winning proposals by the Project Officer, comply with the requirements of the Departmental AISSP. (See Chapter XIV, "Acquisitions and Contracts.") 

m. Assisting AIS Facility Managers and ITU Managers in selecting and implementing safeguards that minimize the risk to AISs, AIS facilities, and ITUs from malicious software and intrusions. (See Chapter XIII, "Malicious Software and Intrusions.")

13. Servicing Personnel Security Officer (SPSO)

The SPSO is responsible for processing appropriate completed personnel clearance requests for each designated individual through ASPER. (See DHHS Instruction 731-1, Personnel Manual.) The SPSO is also responsible for maintaining a list of encumbered positions, with a corresponding list of clearances and the date on which each clearance was granted.

14. Privacy Act Officers/Coordinators (PAO/Cs)

PAO/Cs are responsible for notifying their ISSOs of developments, deletions, or changes to automated systems of records subject to the Privacy Act to permit assessment of the continued appropriateness of the system's security level designation and certification/accreditation status.

15. Contracting Officers

Contracting Officers are responsible for:

a. Ensuring that all pertinent AIS security requirements specified in this Handbook are sufficiently detailed in each solicitation issued and contract awarded. 

b. Ensuring the contractor's compliance with these security requirements.

c. Ensuring that the pre-certification statements of AIS security requirements for successful proposals are signed by both the Project Officer and organization ISSO and submitted with the proposals.

d. Including a statement in the RFP requiring offerors to present a detailed outline of their present or proposed AISSP in their proposals. 

e. Including a statement in the RFP that offerors are required to comply with the Statement of Work (SOW) and with the requirements of the Departmental AISSP.

f. Furnishing copies of this Handbook when requested by offerors who respond to the RFP.

g. Forwarding any forms to the organization ISSO that winning contractors must submit to verify or obtain personnel security clearances.

h. Ensuring that the technical evaluation reports either detail any AIS security deficiencies or confirm that the proposals are in compliance with the requirements.

16. Records Management Officers

Records Management Officers are responsible for providing consultation to Database Managers to ensure that records retention schedules are adopted in accordance with DHHS guidance and that records disposal procedures are undertaken in accordance with the sensitivity of the data.

17. Supervisors

Supervisors are responsible for:

a. Ensuring that their employees are aware, and observe, all of the security requirements of the data, AISs, AIS facilities, ITUs, and microcomputers they use.

b. Monitoring employee activities to ensure strict compliance with all legal requirements concerning the use of proprietary software; e.g., respecting copyrights and obtaining site licenses.

c. Ensuring that only authorized software runs on government microcomputers and other government hardware.

18. Users and Employees

Users are responsible for:

a. Assisting in the development of contingency plans. This responsibility particularly involves determining which parts of automated processes can revert to manual processing and which parts need priority automated processing.

b. Using all of the security measures available to protect application systems and databases.

c. Assisting Application System/Database Managers in determining the required security level designations for application systems/databases.

d. Assisting Application System Managers in defining security specifications and testing security features of application systems under development or being enhanced.

e. Running application systems/databases only at AIS facilities and ITUs that are certified at a level of security equal to or higher than the security level designated for their application systems/databases.

f. Implementing specified security safeguards to prevent fraud, waste, or abuse of the hardware, application systems, and data they are authorized to use.

g. Conforming to security policies and procedures that minimize the risk to AISs, AIS facilities, and ITUs from malicious software and intrusions. (See Chapter XIII, "Malicious Software and Intrusions.")

All users and DHHS employees are responsible for assisting in the protection of the Department's automated correspondence, data, systems, and equipment by complying with the security requirements contained in this Handbook. Employees may not run unauthorized software programs on the Department's computers and must comply with all copyright requirements.

F. Chapter Summaries

Chapter II: Security Level Designations

This chapter explains the four data sensitivity level designations and the four operational criticality level designations. It describes the types of data covered by each sensitivity level and the types of data processing capabilities covered by each criticality level. AIS Managers should use the guidance provided in this chapter to determine the appropriate security levels required to protect the data and processing capabilities of their AISs.

Chapter III: Security Level Requirements

This chapter outlines the minimum security requirements of the four security level designations explained in Chapter II. The requirements apply to all AISs, AIS facilities, and ITUs under the direct or indirect jurisdiction of DHHS. This chapter also provides a

list of the 41 security safeguards used within the AISSP and guidance for identifying the appropriate safeguards for every kind of AIS, AIS facility, and ITU within DHHS.

Chapter IV: AISSP Administration at the OPDIV Level

This chapter outlines the responsibilities of all DHHS organizations in administering the AISSP. It explains the coordination responsibilities of the ISSO in each organization. This chapter also summarizes the responsibilities of management in coordinating the AISSP with other security programs and information resource management activities within DHHS, and it outlines the AISSP reporting requirements and planning activities for the organization.

Chapter V: Risk Management

This chapter describes the basic elements of risk management at the organizational level. All DHHS organizations are responsible for developing, implementing, and maintaining risk management programs to protect their data, AISs, AIS facilities, and ITUs. This chapter covers organizational responsibilities relating to risk management and outlines the processes for risk management analysis and implementation.

Chapter VI: Contingency Planning

This chapter outlines the AISSP contingency planning process. The information in this chapter applies to all DHHS organizations that use automated databases and AIS facilities/ITUs. A contingency plan details how an organization would continue its mission and provide continuity of data processing in the case of a disruption of service expected to last for an extended period of time. The chapter discusses the contingency planning process for both large AIS facilities/ITUs and microcomputer AIS facilities/ITUs, and describes the establishment of a computer security incident response capability (CSIRC). The responsibilities of management and users in the contingency planning process are also addressed.

Chapter VII: Personnel Security/Suitability and Training

This chapter describes the Department's AIS Personnel Security Program. It provides guidance for determining the position sensitivity designations for all positions with access to the Department's AIS resources, outlines the requirements for background investigations of employees in sensitive positions, describes how to deal with adverse security reports, and presents the requirements for AIS security training. The information in this chapter applies to all DHHS and contractor personnel who have access to or participate in the design, development, operation, or maintenance of the Department's automated information systems.

Chapter VIII: AIS Facilities

This chapter presents the Departmental policies and guidelines for protecting the security of AIS facilities and operating systems. It outlines the security requirements and procedural safeguards for protecting the operating systems of AIS facilities, and it covers the following security requirements for protecting the physical security of AIS facilities: access control, protection of sensitive materials, AIS facility construction, and fire safety.

Chapter IX: Application Systems and Data Security

This chapter presents the AISSP policy for determining and documenting the sensitivity of automated databases and the operational criticality of application systems, for both existing systems and systems that are under development. The information presented in this chapter correlates closely with the information presented in Chapters II and III, concerning the security requirements and minimum security safeguards required to protect the Department's AISs, AIS facilities, and ITUs. In addition, this chapter addresses Computer System Security Plans and application system certification/accreditation.

Chapter X: Integrating Computer Security into the System Life Cycle

This chapter provides basic guidance on how to integrate security into the system life cycle. It applies to the development of new application systems and the major modification of existing applications, whether development occurs in-house or under contract, and to packaged software that is purchased off-the-shelf. The discussion makes use of a sample life cycle. While the system life cycle presented demonstrates one acceptable approach for OPDIVs to use, other acceptable system life cycle approaches exist.

Chapter XI: Microcomputers

This chapter presents the AISSP policy for protecting microcomputers, and their application systems and data, from damage, destruction, or misuse. The chapter covers the general requirements for protecting microcomputer application systems and hardware and the specific requirements for protecting sensitive data when processed by microcomputers.

Chapter XII: Data Communications and Networks

This chapter presents the Departmental policy for protecting data and data communications equipment and software that transmit data by electrical, electromagnetic, electromechanical, or electrooptical means. The policy applies to all DHHS organizations that use data communications equipment and to contractors who provide any type of data communications service, software, or equipment.

Chapter XIII: Malicious Software and Intrusions

This chapter describes two categories of threats to computer systems and communication networks: malicious software and intrusions. The information in this chapter applies to all DHHS organizations that use AIS facilities and ITUs. It supplements the information provided in Chapter VI on contingency planning and lists technical, software management, contingency planning, system monitoring, and educational safeguards.

Chapter XIV: Acquisitions and Contracts

This chapter presents the AISSP policy for establishing appropriate security requirements for all contracts which involve the development of an AIS or the use of Departmental AIS resources. All Departmental personnel who award Government contracts for AIS services must adhere to the policy guidelines presented in this chapter. All contractors who are involved in developing automated information systems for use by DHHS, or in providing any other type of service for the Department in which AIS resources are used, must agree to comply with the requirements of the Departmental AISSP and this chapter.

Appendices

Five appendices are included: the general references used in developing the AISSP Handbook; a listing of the 55 control requirements enumerated in the major control directives; a cross reference table showing the principal control directives from which each of the 55 controls was established; definitions of common terms used in the AISSP Handbook; and definitions of all acronyms used in the AISSP Handbook.

 

Chapter II. Security Level Designations
A. Overview
The security efforts of the Automated Information Systems Security Program (AISSP) are based on the sensitivity of data contained in Automated Information Systems (AISs) and the operational criticality of the data processing capabilities of AISs. Security level designations are used to define the requirements of these security efforts. AIS Managers are responsible for identifying the appropriate security level designations for their AISs.

The purpose of this chapter is to provide guidance for the determination of security levels. AIS Managers should use the guidance in this chapter and, as appropriate, supplemental guidance issued by their organizations, to determine the required security levels for their AISs. The actual security requirements for each security level designation are detailed in Chapter III, "Security Level Requirements."

B. Introduction to Security Levels
The security level designations within the AISSP are based on:

1. The sensitivity of data; i.e., the need to protect data from unauthorized disclosure, fraud, waste, or abuse; and

2. The operational criticality of data processing capabilities; i.e., the ramifications if data processing capabilities were interrupted for a period of time or subject to fraud or abuse.

There are four security level designations for data sensitivity and four security level designations for operational criticality. The AIS Manager should consider each system from both points of view, then choose the higher rating for the overall security level designation.

An AIS may be compartmentalized, such that a given data set or process is more sensitive than other data sets or processes. The AIS Manager should assign the highest security level designation of any data set or process within the AIS for the overall security level designation. This practice supports the Confidentiality, Integrity, and Availability (CIA) security requirements defined by the Office of Management and Budget (OMB):

Confidentiality - The system contains information that requires protection from unauthorized disclosure.

Integrity - The system contains information that must be protected from unauthorized, unanticipated, or unintentional modification, including the detection of such activities.

Availability - The system contains information or provides services that must be available on a timely basis to meet mission requirements or to avoid substantial losses.

AIS Managers must ensure that their databases and the processing capabilities of their AISs are accessed only by authorized users who fully utilize the required security level safeguards. The managers of compartmentalized AISs should take special care to specify the appropriate level of security required when negotiating with an AIS facility, Information Technology Utility (ITU), or contractor for services.

To summarize, the Department's security level designations determine the minimum security safeguards required to protect sensitive data and to ensure the operational continuity of critical data processing capabilities.

C. Sensitivity Levels for Databases
Sensitivity levels are assigned to databases based on the type of data in the database and the requirements of specific laws governing the protection or disclosure of information; e.g., the Privacy Act. A Level 1 designation is used for databases with the least sensitive data, and a Level 4 designation is used for databases with the most sensitive data.

1. Level 1: Low Sensitivity

This category identifies data that require minimal protection. Threats to these data are minimal, and only minimal precautions to protect the data need to be taken at the user site. Unintentional alteration or destruction is the primary concern for these types of data. This category includes:

a. Databases that have value to a researcher only in their raw form, such as in some laboratory research applications, and the computerized correspondence and documents in some offices.

b. Automated systems of records subject to the Privacy Act, which contain information that is virtually all in the public domain, such as employee locator files, and for which any unauthorized disclosures could reasonably be expected not to adversely affect the individual.

2. Level 2: Moderate Sensitivity

This category identifies data that have some importance to the Agency and which must be protected against such acts as malicious destruction. However, since these types of data are most often collected for analytical purposes, disclosure problems are not usually significant. This category includes:

a. Management information concerning workload, performance, staffing, and similar data, usually in statistical form, used to generate reports that reflect the status of an organization. Access to these data needs to be restricted only to a limited degree. The data are protected because of their value to the organization, but they are intended to be disclosed in some form eventually.

b. Research and statistical data accumulated to provide information about DHHS programs to the public. These data need protection commensurate with the value of the information to the organization. Loss of this kind of data would not normally be potentially embarrassing or detrimental either to an individual or to the organization.

c. Automated systems of records subject to the Privacy Act, which contain information not in the public domain, but for which unauthorized disclosure could cause nonspecific embarrassment to an individual.

d. Computerized correspondence and documents, which must be protected from unauthorized alteration or disclosure. These types of data include all correspondence, memoranda, and other documents whose release or distribution outside the Federal Government and/or within the organization needs to be controlled.

3. Level 3: High Sensitivity

This category contains the most sensitive unclassified data (other than unclassified data whose loss could adversely affect national security interests). The data in this category require the greatest number and most stringent security safeguards at the user level. This category includes:

a. Payment information that is used to authorize or make cash payments to individuals or organizations. These data are usually stored in production application files and systems, and include benefits information, such as that found at the Social Security Administration (SSA), and payroll information. Such information also includes databases that the user has the authority and capability to use and/or alter to cause an improper payment.

b. Proprietary information that has value in and of itself and which must be protected from unauthorized disclosure.

c. Computerized correspondence and documents that are considered highly sensitive and/or critical to an organization and which must be protected from unauthorized alteration and/or premature disclosure.

d. Automated systems of records subject to the Privacy Act, which contain information that meets the qualifications for Exemption 6 of the Freedom of Information Act; i.e., for which unauthorized disclosure would constitute a "clearly unwarranted invasion of personal privacy" likely to lead to specific detrimental consequences for the individual in terms of financial, employment, medical, psychological, or social standing.

4. Level 4: High Sensitivity and National Security Interest

This category identifies all databases that contain national security classified information and all databases that contain other sensitive, but unclassified information, the loss of which could adversely affect national security interests. DHHS does not have the authority to originate classified material, and Operating Divisions (OPDIVs) may not automate, create, or store classified information without prior Departmental approval.

D. Criticality Levels for Application Systems
Criticality levels are assigned to AISs based upon the relative importance of their processing capabilities to the organizations they support. A Level 1 designation is used for an AIS with the lowest criticality of data processing relative to the organization it supports; and a Level 4 designation is used for an AIS with the highest criticality.

1. Level 1: Low Criticality

This category identifies AISs with data processing capabilities that require minimal protection. These include AISs that, in the event of alteration or failure, would affect the organization minimally or could be replaced with a minimum of staff time or expense. This category also includes AISs which generate, store, process, transfer, or communicate data which are considered to have low or no sensitivity (Level 1).

2. Level 2: Moderate Criticality

This category identifies AISs with data processing capabilities that are considered important but not critical to the internal management of an organization and/or the Department. This category includes:

a. AISs whose failure to function for an extended period of time would not have a critical impact on the organizations they support.

b. AISs that generate, store, process, transfer, or communicate data which are considered to have moderate sensitivity (Level 2).

3. Level 3: High Criticality

This category identifies AISs with data processing capabilities that are considered critical to the organizations they support and/or the Department. This category includes:

a. AISs whose failure to function for even a short period of time could have a severe impact on the organizations they support and/or the Department.

b. AISs that perform functions with data which are considered to have a high potential for fraud, waste, or abuse.

c. AISs that generate, store, process, transfer, or communicate data which are considered to have high sensitivity (Level 3).

4. Level 4: High Criticality and National Security Interest

This category identifies all AISs with data processing capabilities that are considered critical to the well-being of the nation. Examples include:

a. AISs that generate, store, process, transfer, or communicate national security classified data.

b. AISs that handle other sensitive, but unclassified information, the loss of which could adversely affect national security interests.

National Security Directives and other Federal Government directives require that these AISs be protected in proportion to the threat of compromise or exploitation and the associated potential damage to the national security.

E. References
Computer Security Act of 1987, P.L. 100-235 (1988).

Privacy Act of 1974, P.L. 93-579, 5 U.S.C. 552a (1974).

Public Information Agency Rules, Opinions, Records, and Proceedings (Freedom of Information Act), 5 U.S.C. 552 (1967).

 

Chapter III. Security Level Requirements
A. Overview
This chapter outlines the minimum security requirements for the four security level designations explained in Chapter II of this Handbook. The security requirements apply to all Automated Information Systems (AISs), AIS facilities, and Information Technology Utilities (ITUs) under the direct or indirect jurisdiction of DHHS, including those that are operated by Government Agencies other than DHHS and by contractors functioning as agents of DHHS.

The higher the security level designation of an AIS, AIS facility, or ITU, the more stringent its security requirements. AISs, AIS facilities, and ITUs with the lowest security level designations usually require only ordinary security precautions; i.e., protection by safeguards which are considered to be good management practice. In all instances, the minimum security requirements of AISs, AIS facilities, or ITUs should be equal to or higher than the highest security level designation of any data they process, including data received from other agencies.

There are many possible methods for manipulating batch and on-line systems. AIS Managers, AIS Facility Managers, and ITU Managers must continually evaluate their systems to determine whether they can be circumvented, and must test their security safeguards to ensure that they are functioning as intended. Certification is required at least once every three years. Additional reviews are required if the safeguard requirements outlined in this chapter change or if an AIS, AIS facility, or ITU undergoes a significant modification. A waiver must be requested prior to certification if an AIS, AIS facility, or ITU is not in compliance and cannot be brought into compliance in a relatively short period of time, or if an Operating Division (OPDIV) head disagrees with a particular safeguard requirement.

B. Responsibilities
1. Assistant Secretary for Management and Budget (ASMB)

The ASMB is responsible for issuing the security program requirements and guidelines for data, AISs, AIS facilities, and ITUs, including both physical and electronic security requirements.

2. Heads of OPDIVs

OPDIV heads are responsible for:

a. Ensuring that security level designations are assigned for AIS facilities and ITUs under their control.

b. Ensuring that additional OPDIV security policies are developed and implemented as required for data, personnel, AISs, AIS facilities, and ITUs.

3. AIS Managers

AIS Managers are ultimately responsible for the physical and electronic security of their data and the data processing capabilities of their AISs. Their specific responsibilities include:

a. Determining the security level designations for their AISs and associated databases.

b. Notifying the organization Information Systems Security Officer (ISSO) and users of the levels of security required by their data and data processing capabilities.

c. Ensuring that the security requirements of their data and data processing capabilities are and will be met.

d. Ensuring that their AISs (and databases for which they are responsible) are only run at AIS facilities and ITUs with security level designations equal to or higher than the designations of their AISs.

e. Periodically reviewing and verifying that all users of their AISs are authorized and are using the required security safeguards.

4. ITU and AIS Facility Managers

ITU and AIS Facility Managers are responsible for the security of the data and AIS processing capabilities of their facilities or ITUs. Their specific responsibilities include:

a. Determining the level of secure service their facilities/ITUs are to provide, and assigning security level designations to their facilities/ITUs based on the sensitivity of the AISs and data they need to process.

b. Specifying, implementing, and reviewing procedures used to protect the integrity of their facilities/ITUs and operating systems, including the performance of risk analyses and the determination of minimum safety requirements and safeguards. 

c. Ensuring that the security needs of their facilities/ITUs will be and are being identified, breaches monitored, and corrective actions taken.

d. Ensuring that all AIS Managers and users of their facilities/ITUs are aware of the level of secure service offered (i.e., security designation), including all safeguards the facilities/ITUs offer and any waivers received.

5. OPDIV Senior ISSOs

Senior ISSOs are responsible for maintaining for their organizations an inventory of the application systems, databases, AISs, AIS facilities, and ITUs that have been designated with a security level of 4 or 3. Maintenance of Level 2 and 1 inventories is optional. However, Level 2 systems that require Computer Systems Security Plans (CSSPs), because they meet the criteria of the Computer Security Act, must be inventoried. Note that temporary working files are excluded from this requirement.

6. Supervisors

Supervisors are responsible for ensuring that their employees are aware of and observe all of the security requirements of the data, AISs, AIS facilities, ITUs, and office automation equipment they use.

C. Security Level Requirements
1. Level 1 Requirements

The controls required to adequately safeguard a Level 1 AIS, AIS facility, or ITU are those which would normally be considered good management practice. These include, but are not limited to:

a. An employee AIS security awareness and training program.

b. The assignment of sensitivity designations to every employee position.

c. Physical access controls.

d. A complete set of AIS documentation. 

2. Level 2 Requirements

The controls required to adequately safeguard a Level 2 AIS, AIS facility, or ITU include all of the requirements for Level 1, plus the following requirements:

a. A detailed risk management program.

b. A CSSP for systems processing sensitive information.

c. Record retention procedures.

d. A list of authorized users.

e. Security review and certification procedures.

f. Required background investigations for all employees.

g. Required background investigations for all contractor personnel.

h. A detailed fire emergency plan.

i. A formal written contingency plan.

j. A formal risk analysis.

k. An automated audit trail.

l. Authorized access and control procedures.

m. Secure physical transportation procedures.

n. Secure telecommunications.

o. An emergency power program.

3. Level 3 Requirements

The controls required to adequately safeguard a Level 3 AIS, AIS facility, or ITU include all of the requirements for Levels 1 and 2, plus the requirement for an inventory of hardware and software.

4. Level 4 Requirements

The controls required to adequately safeguard a Level 4 AIS, AIS facility, or ITU include all of the requirements for Levels 1, 2, and 3, plus the following requirements:

a. The requirements of National Security Decision Directives, and other Federal Government directives, for data and systems that are classified.

b. The security procedures specified by the source agencies that provide the classified information or systems to DHHS.

D. Matrix of Minimum Security Safeguards
On the next page is a Matrix of Minimum Security Safeguards, which identifies the safeguards that are required to protect all types of AISs, AIS facilities, and ITUs with any security level rating. An X on the matrix means that a security safeguard is a requirement for an AIS, AIS facility, or ITU with that security level designation, and an O on the matrix means that the security safeguard is optional. It is important to note that the security safeguards are minimum requirements. They should be augmented based on the data sensitivity and operational criticality of the AIS, AIS facility, or ITU, regardless of its security level designation.


Chapter IV. AISSP Administration at the OPDIV Level
A. Overview
This chapter describes the requirements for Automated Information Systems Security Program (AISSP) administration at the organizational level. Each Operating Division (OPDIV) head within DHHS is responsible for meeting the requirements described in this chapter. These requirements include, but are not limited to, coordinating the activities of their organization's AISSP with the Department, reporting the status of their AISSP to the Department, establishing security breach reporting procedures, and conducting periodic security assessments.

B. Information Systems Security Officer Responsibilities
Under the direction of their organization's management, the senior Information Systems Security Officer (ISSO) in each DHHS organization is responsible for evaluating and providing information about the AISSP of the organization to the Department and for communicating Departmental AISSP requirements and concerns to the organization. Specifically, the senior ISSO is responsible for:

1. Ensuring that security plans are developed, reviewed, implemented, and revised, as needed, for the OPDIV.

2. Providing advice and assistance to Automated Information System (AIS) Managers, Information Technology Utility (ITU) Managers, AIS Facility Managers, and other organizational personnel concerning the security of sensitive data and the security of critical data processing capabilities.

3. Reporting information resources security breaches, in accordance with the security breach reporting procedures developed and implemented by the OPDIV.

4. Coordinating information resources security training activities for ITU Managers, AIS Managers, AIS Facility Managers, and AIS users.

C. Management Responsibilities
The management of each DHHS organization is responsible for developing, implementing, maintaining, and reviewing the organization's AISSP. Management is also responsible for:

1. Coordinating the organization's AISSP with other security programs and requirements, apart from IRM activities, within the Department.

Various Department staff manuals and other documents established by functional departmental managers contain requirements which affect an organization's AISSP. The management of each DHHS organization is responsible for ensuring that the organization's AISSP is in concert with the requirements of these publications. The requirements include, but are not limited to:

a. Classified data (see the Assistant Secretary for Personnel Administration [ASPER] Classified Document Manual).

b. Building security requirements (see the DHHS General Administration Manual, Part 7, "Physical Security Policy").

c. Internal controls requirements (see the DHHS Internal Controls Manual).

d. Security clearance requirements for sensitive positions (see DHHS Instruction 731-1, Personnel Manual).

e. Privacy Act and Freedom of Information Act requirements (see 5 United States Code 552 and 552a, and DHHS General Administration Manual, Part 45).

f. Internal Controls Review (ICR) Program Plans; the Department develops ICR Program Plans each year, which establish priorities for the conduct of ICRs.

2. Coordinating the organization's AISSP with other IRM activities within the Department.

The management of each DHHS organization is responsible for ensuring that AIS security is addressed as part of the following IRM activities:

a. IRM Five-Year Plan

OPDIVs must prepare annual updates of their IRM five-year plans. Updates should recommend improvements to the AISSP, as appropriate, with particular reference to the security needs of AIS facilities, ITUs, and AISs concerning data sensitivity and the criticality of data processing capabilities.

b. IRM Reviews

OPDIV heads must plan, conduct, and report IRM Reviews, as required by the Departmental IRM Review Program.

c. Information Technology Systems (ITS) Budget

OPDIV ITS budgets should include the projected costs for implementing, maintaining, and improving the AISSP of their organizations as part of their short-term and long-term budget processes.

d. Management of Electronic Records

OPDIV heads must establish recordkeeping requirements, including retention and disposition requirements, for sensitive electronic records. These requirements must be coordinated with the organization's AISSP. (See the National Archives and Records Administration [NARA], Managing Electronic Records). 

D. AISSP Reporting and Oversight
Annual AISSP reporting and DHHS oversight will be part of the integrated IRM program. The management of each DHHS organization is responsible for preparing and submitting reports on their AISSP to the Department. Reporting and oversight activities include the following: 

1. OPDIV Five-Year Plans

The OPDIVs should discuss their security programs and activities, with an emphasis on AIS security as a strategic issue.

2. A-123 Report to the President

The annual Report to the President and Congress, required under OMB Circular A-123, must include security weaknesses, as stipulated in OMB Circular A-130, Appendix III.

3. Special Reports

Event-driven reports, such as those required for senior level meetings and presentations, may be requested on occasion.

4. Oversight

The OPDIVs and the Office of Information Resources Management (OIRM) will ensure, as part of their IRM reviews, that the OPDIVs are in conformance with the Computer Security Act of 1987, OMB Circular A-130, OMB Bulletins, the AISSP Handbook, and other requirements, as appropriate.

5. AISSP Security Profile

The AISSP Security Profile consists of the procedures and documentation required to support an organization's AISSP. Copies of AISSP Security Profile documents should ideally be maintained in a single location. However, if a single location is impractical, the various locations of the documents should be identified. The Profile should include:

a. The AIS security policies issued by the organization, including AISSP security manuals and security breach reporting procedures.

b. A copy of (or reference to the electronic version of) the Federal statutory and regulatory requirements for AIS security, including, at a minimum, the Computer Security Act of 1987, OMB Circular A-130, the current OMB security bulletin, and National Institute of Standards and Technology (NIST) publications, particularly Federal Information Processing Standards (FIPS) publications in appropriate areas.

c. A list of the organization's ISSOs, including their organizational components, work locations, and phone numbers.

d. A copy of the CSSPs for the OPDIV.

e A copy of the OPDIV's Management Plan for implementing the CSSPs.

f. A copy of review comments made by any internal or external review team within the last three years.

g. A copy of the Certification/Accreditation Statement for each of the OPDIV's sensitive applications.

h. A list of designations of position sensitivity levels.

i. A list of the organization's AIS Managers, AIS Facility Managers, and ITU Managers, with their locations and phone numbers.

j. The organization's inventory of application systems, databases, AISs, AIS facilities, and ITUs that have been designated with a security level of 4 or 3. Note that while maintenance of Level 2 and 1 inventories is optional, Level 2 systems that require CSSPs, because they meet the criteria of the Computer Security Act, must be inventoried. Temporary working files are excluded from this requirement.

k. The organization's risk analysis reports.

l. The organization's contingency plans.

m. A copy of the report of any external reviews of the organization's sensitive applications, CSSPs, and AISSP.

E. Security Assessments
1. Purpose

Each DHHS organization is required to conduct periodic reviews and evaluations of its AISs, AIS facilities, ITUs, and AISSP for the purpose of recertifying the organization's security safeguards. Three types of security reviews are required:

a. A Recertification must be conducted at least once every three years for each sensitive AIS application, as required by OMB Circular A-130, Appendix III.

b. A Risk Analysis must be conducted at least once every five years for each AIS facility and ITU. The requirements for this type of security review are also outlined in OMB Circular A-130, Appendix III.

c. An Internal Controls Review of the organization's AISSP must be conducted at least once every five years. The requirements for this type of review are outlined in OMB Circular A-123 and the DHHS Internal Controls Manual. The purpose of this type of review is to guarantee the integrity of the organization's AISSP.

The management of each DHHS organization is responsible for ensuring that these three types of assessments are planned and conducted in a manner that permits consistent priorities to be set, minimizes duplication of effort, and protects the integrity of the Departmental AISSP.

F. References
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Public Information Agency Rules, Opinions, Records, and Proceedings (Freedom of Information Act), 5 U.S.C. 552 (1967). 

OMB

OMB Bulletin No. 90-08, "Guidance for Preparation of Security Plans for Federal Computer Systems that Contain Sensitive Information," July 9, 1990.
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Chapter V. Risk Management
A. Overview
In accordance with the requirements of the Departmental Automated Information Systems Security Program (AISSP), all DHHS organizations must develop, implement, and maintain risk management programs to ensure that appropriate safeguard measures are taken to protect all data, Automated Information Systems (AISs), AIS facilities, and Information Technology Utilities (ITUs).

The purpose of this chapter is to describe the basic elements of a successful risk management program at the organizational level. Although the specific characteristics of each risk management program may vary, the general principles and methods of risk management remain the same. All risk management programs consist of a risk analysis followed by safeguard selection and implementation.

B. Responsibilities
1. Heads of Operating Divisions (OPDIVs)

OPDIV heads are responsible for ensuring that appropriate risk management programs are developed, implemented, and maintained for all data, AISs, AIS facilities, and ITUs under their jurisdictions. (Refer to Federal Information Processing Standards [FIPS] Publications 31 and 65 for additional guidance.)

2. Information Systems Security Officers (ISSOs)

ISSOs are responsible for:

a. Coordinating the risk management programs of their organizations with the OPDIV Internal Control Officers to ensure that all risk management programs are well integrated.

b. Developing, directing, and implementing risk management programs and monitoring all phases of these programs to ensure that they are conducted properly and effectively.

3. AIS Managers, AIS Facility Managers, ITU Managers, and Application System Managers

AIS, AIS Facility, and ITU Managers are responsible for conducting risk analyses of their AISs, AIS facilities, and ITUs to determine cost-effective and essential security safeguards. Application System Managers are responsible for conducting risk analyses of their sensitive application systems.

C. Risk Management Program
Each DHHS organization must develop a comprehensive risk management program. It is probably impossible to eliminate risk completely, but managers need to be aware of potential risks to and vulnerabilities of their data, AISs, AIS facilities, and ITUs. Once they are aware of the vulnerabilities, the potential risks, and the potential safeguard options, management can then make informed decisions concerning the necessity and cost-benefit of the various AIS security alternatives/safeguard options.

A risk analysis of sensitive information systems is required at least once every three years. Facilities and networks must be reviewed every five years. Additional reviews are required whenever a system, facility, or network undergoes a significant modification. The DHHS Guide for Protecting Local Area Networks and Wide Area Networks suggests a possible risk assessment methodology for LANs and WANs.

Use of an automated risk analysis application package can allow responsible managers to conduct analyses more frequently, and offer a cost-benefit approach to risk management. If a risk analysis shows lack of compliance with security requirements (see Chapter III, "Security Level Requirements"), the reasons why the security requirements cannot be met must be documented, and the document must be available for inspection.

A risk analysis should be performed in conjunction with system development. A high level risk analysis should be conducted during the initiation phase of the system life cycle. Additional risks may be identified as development progresses through requirements definition, design, coding, and testing.

Risk management programs consist of the following processes:

Risk Analysis

a. Threat Determination
b. Vulnerability Identification
c. Estimation of Potential Losses
d. Safeguard Analysis
e. Cost-Benefit Analysis
f. Final Report
g. Summary Risk Assessment File

Safeguard Selection and Implementation

a. Management Decisions
b. Implementation

1. Risk Analysis Process

The objective of a formal risk analysis is to determine the current security status of a sensitive application system, AIS, AIS facility, or ITU (including LANs/WANs). First, specific threats and vulnerabilities are identified and analyzed. Next, potential safeguards are evaluated to select those which are most cost-effective in addressing the threats and eliminating or reducing the vulnerabilities to an acceptable level. Last, a final report is prepared which summarizes the findings and presents a set of recommendations that are ranked by priority. The final report of several risk analyses across the organization may become the basis for a Summary Risk Assessment File, leading to policy development/change.

a. Threat Determination

Threat determination requires the identification and assessment of potential threats to a sensitive application system, AIS, AIS facility, or ITU. Potential threats include both natural disasters and people who can disrupt operations or time-dependent services, or can cause loss of physical assets, loss of systems integrity, or harm to the business of the organization. Each risk analysis is to result in a summary list of threats for every aspect of the sensitive application system, AIS, AIS facility, or ITU.

b. Vulnerability Identification

Vulnerability identification involves the determination of weaknesses or flaws that exist in a sensitive application system, AIS, AIS facility, or ITU, and that could allow a threat to affect its security. Vulnerability identification should be performed on new, existing, and recently modified sensitive application systems, AISs, AIS facilities, and ITUs.

A summary list of vulnerabilities should be prepared for each sensitive application system, AIS, AIS facility, and ITU being analyzed. The following areas of vulnerability might be addressed:

(1) Opportunity for entering erroneous or falsified input data.

(2) Opportunity for unauthorized access.

(3) Ineffective administrative controls.

(4) Ineffective application program controls.

c. Estimation of Potential Losses

After threats and vulnerabilities have been determined, the dollar value of potential losses, including both one-time and recurring costs, must be quantified. ISSOs should assist responsible managers in this process.

In the case of loss of data or program files, for example, the loss potential is the cost to reconstruct the files, either from backup copies or source documents, and possibly the cost of delayed processing to the user. However, when time losses are more critical than dollar losses, such as with a medical life support system or the generation of income checks, then time loss, rather than cost, becomes the appropriate measure.

d. Safeguard Analysis

The next step includes the identification and assessment of possible safeguard measures and their related costs. The safeguards identified must fulfill the minimum security safeguard requirements outlined in Chapter III of this Handbook (Exhibit III-A, "Matrix of Minimum Security Safeguards").

e. Cost-Benefit Analysis

During this step, a priority is assigned to each threat or vulnerability (e.g., essential, important, marginal). The costs of the possible safeguards are then compared to the estimated costs of losses which could be expected if the safeguards are not implemented. Situations in which the cost of a safeguard is determined to outweigh the benefit of its implementation should be documented.

f. Final Report

When the risk analysis is complete, a final report is prepared. The report should include the following:

(1) List of threats and vulnerabilities.

(2) List of safeguards, including alternatives whenever there is more than one possible safeguard.

(3) Cost-benefit analysis for each threat or vulnerability and the potential safeguard measures.

(4) Recommended safeguards, based on the cost-benefit analysis.

g. Summary Risk Assessment File

For larger organizations, a Summary Risk Assessment File, which accumulates output data from numerous risk analyses into a single file, will provide management officials and the ISSO with knowledge about common weaknesses and strengths, permitting the development of policy covering a wide range of activities.

The OPDIV heads are responsible for ensuring the establishment of a schedule for conducting risk analyses within their respective organizations.

Managers must conduct risk analyses at a frequency commensurate with the sensitivity of their application systems or the information they process. They must also conduct risk analyses whenever major changes to a sensitive application system, AIS, AIS facility, or ITU are made. Managers must retain all risk analysis reports and supporting documentation for at least five years.

2. Safeguard Selection and Implementation

a. Management Decisions

Based on the risk analysis report and with the assistance of the ISSO, AIS Managers, AIS Facility Managers, ITU Managers, and the managers of sensitive application systems should select specific security safeguards which permit the greatest reduction in exposure for the least total cost. As part of this process, managers should identify any safeguards which can protect multiple application systems, AISs, AIS facilities, and ITUs. They should also identify any actual or potential safeguards in a system that may affect another system negatively.

If management decides that the benefits of a security safeguard do not justify the costs, the ISSO, through an OPDIV head, must document the decision not to meet a security requirement. In such situations, the responsible management official assumes the risk for the decision, and the documentation must be available for inspection.

DHHS organizations may request authorizations from the Deputy Assistant Secretary for Information Resources Management (DAS/IRM) to waive or to delay compliance with Federal security requirements or standards. The DAS/IRM will determine whether the waiver request should be forwarded to the appropriate government official for approval. 

b. Implementation

AIS Managers, AIS Facility Managers, ITU Managers, and the managers of sensitive application systems, in coordination with the ISSO, should determine a schedule for implementing selected safeguards. The schedule must consider mission priorities and budget constraints, as well as the urgency associated with safeguarding sensitive systems.

Managers should also develop a plan for monitoring the implementation of safeguards. The ISSO should review and approve all implementation plans for accuracy and adequacy.

Whenever the safeguards that apply to a system of records subject to the Privacy Act are significantly altered as the result of a risk analysis, the organization's Privacy Act Officer/Coordinator must be notified.
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Chapter VI. Contingency Planning
A. Overview
Each DHHS organization is responsible for developing and testing a formal contingency plan for each of its major Automated Information System (AIS) facilities and Information Technology Utilities (ITUs), including Local Area Networks (LANs) and Wide Area Networks (WANs), at Level 4, 3, or 2. Contingency plans are also required for stand-alone microcomputers (since microcomputers are technically considered to be facilities), but a single plan for multiple microcomputers may be appropriate.

The plan must detail how the organization would continue its mission and provide continuity of data processing if service, use, or access was disrupted for an extended period of time; for example, if a power outage occurred following a natural disaster. The plan should be coordinated and integrated with the contingency plans of other programs (e.g., internal controls, emergency preparedness), as appropriate. The plan must be documented in the organization's Automated Information Systems Security Program (AISSP). 

This chapter describes the contingency planning process at the organizational level. The process includes development, maintenance, testing, and implementation. The information in this chapter applies to all DHHS organizations that use automated databases and AIS facilities/ITUs or stand-alone microcomputers, including those provided by contractors. If an organization contracts for automated data processing (ADP) services that are critical to the performance of its mission, the contract must document the need for contingency plans and require the contractor to demonstrate the ability to provide continuity of data processing in the event of a disaster.

The Office of Information Resources Management requires that each Operating Division (OPDIV) perform a risk analysis to identify potential threats to its systems and networks. (See Chapter V, "Risk Management.") In conjunction with this risk analysis, each OPDIV can determine the extent to which a computer security incident response capability (CSIRC) would provide a cost-effective safeguard. The DHHS Guidance on Establishing Computer Security Incident Prevention and Response Capabilities recommends an approach for reducing the occurrence of computer security incidents and for responding effectively to incidents that do occur.

B. Responsibilities
1. Heads of OPDIVs

OPDIV heads are responsible for ensuring that appropriate contingency plans are developed, tested, and maintained within their organizations.

2. Information Systems Security Officer (ISSO)

The ISSO in each DHHS organization is responsible for assisting AIS Facility Managers and ITU Managers in developing policies and procedures to ensure that contingency plans are either in place for AIS facilities and ITUs or are under active development.

3. AIS Facility Managers and ITU Managers

AIS Facility/ITU Managers are responsible for developing and maintaining contingency plans, to include designated personnel to be responsible for effecting backup operations in the event of major disruptions.

4. AIS Managers

AIS Managers are responsible for ensuring that backup copies of data critical to the performance of their organizations are maintained, safeguarded, and ready for use in the event of a disaster.

5. Users

Users are responsible for assisting in the development of contingency plans. In particular, this responsibility involves determining which parts of automated processes can revert to manual processing and which parts need priority automated processing.

C. Introduction to the Contingency Planning Process
A contingency plan must be developed for each AIS facility, ITU (including LANs and WANs), or stand-alone microcomputer that processes applications critical to the performance of the organizational mission. However, there are major differences in the level of detail required for a large AIS facility/ITU based on mainframe computers, minicomputers, LANs, and WANs, and for stand-alone microcomputers. Therefore, following discussion of those aspects of contingency planning common to both AIS facilities/ITUs and stand-alone microcomputers, this chapter treats the two contingency planning processes separately, with the major emphasis on contingency planning for AIS facilities/ITUs, including network contingency planning.

Each DHHS organization should make every effort to administer the contingency planning process in an integrated manner across all its systems, facilities, and networks, in order to allocate resources equitably and discover and address points of interface. Moreover, contingency planning for entire service and delivery systems, such as electricity and telephone service, must be considered. For example, the alternate power source at the mainframe facility will not provide coverage for the end user who processes critical applications at a workstation.

The following list includes key steps in the contingency planning process that are common to both AIS facilities/ITUs and stand-alone microcomputers. (See also Chapter XI, "Microcomputers.")

1. Identify critical applications.

2. Rank applications according to priority for recovery.

3. Define the maximum permissible outage (i.e., disruption of service, use, or access) for each application, in conjunction with the program manager.

4. Back up critical applications, data, operating software, and databases regularly.

5. Explore alternate AIS processing sites within or outside the organization.

6. Select and commit to an alternate site, based on a mutual aid, building, leasing, or contracting agreement.

7. Develop alternate site operating procedures.

8. Arrange for delivery of backup data and software from an off-site security storage facility.

9. Implement tests at the alternate site using backup data and software from the off-site security storage facility.

10. Continue to test regularly.

11. Update the contingency plan based on test results.

D. Contingency Planning Process for AIS Facilities/ITUs
1. Elements of the Plan

The following elements should be included in the contingency plans for AIS facilities/ITUs, including LANs and WANs.

a. Alternate Site

The contingency plan should provide for an alternate site to perform the data processing functions of the organization if a disaster seriously disrupts the services of a principal AIS facility/ITU. Furthermore, there should be reasonable assurance that the alternate site will be available in the event of a disaster; and that it will be available for testing the contingency plan.

The first choice for an alternate site is within the organization. For example, an organization which processes data within a distributed processing environment or uses multi-site systems architecture could design its contingency plan so that each site serves as a backup to others. This strategy requires the ability to divert inputs to and outputs from a disabled site, and requires excess processing capacity to handle increased workloads on a temporary basis.

If alternative sites do not exist internally, then the organization should consider fully redundant sites, mutual aid agreements, cold sites, or hot sites.

Fully redundant sites are usually not a viable alternative. Since they must be built to the exact specifications of the primary site and located elsewhere, they will generally be costly and impractical.

Mutual-aid agreements (e.g., Inter-Agency agreements) with other organizations to use their data processing resources can work effectively if each involved organization commits to increasing its data processing capacity.

Cold sites are shells that must be equipped to operate as alternate sites. Since they require a two-to-three week delay while the necessary equipment is installed, cold sites may not be an acceptable alternative for an organization that depends on online data processing; however, they could be an acceptable alternative for an organization that only requires batch processing.

Hot sites are fully equipped AIS facilities that include computers, support systems, and telecommunications capability. They are available nationwide for lease. The leasing fee entitles the user to access to the facility when needed. Additional user fees are usually charged for using the site for testing or during an actual contingency situation. Hot sites are usually the most expensive alternative following fully redundant sites, and availability is on a first-come first-served basis. 

b. Hardware

Given the rapidity of technological change, the computer industry is often concerned with upward hardware compatibility. However, in a disaster recovery situation, downward compatibility may become the primary concern; e.g., a critical tape must load properly on the backup hardware system. If the alternate site is a mirror image of the principal site, as is usually the case in a multi-site organization, hardware compatibility is not an issue. In any other approach to contingency planning for large AIS facilities or ITUs, however, hardware requirements must be defined to ensure compatibility with the principal site and sufficient capacity to run critical data until recovery is completed.

Hardware includes both computers and peripheral devices. If an online application is deemed critical, telecommunications equipment is also included. If the organization has decided on a cold site, the logistics of ordering and installing the hardware must be addressed. If a hot site is selected, the Statement of Work that is prepared to contract for the service must specify the compatibility and capacity requirements of the necessary hardware.

c. Software and Data

Software and data that are critical to the organization's mission must be backed up frequently and maintained away from the AIS facility/ITU. Critical software and data include current operating software, critical applications software, and critical databases.

The contingency plan must describe the critical data, specify how frequently they are backed up, and detail the method of delivery to the off-site security storage facility location. The plan must also specify how the backup data will be delivered from the off-site security storage facility to the Off-site Data Processing Center (ODPC).

d. Personnel

The contingency plan must specifically identify the personnel designated to run the ODPC, if necessary, until recovery is completed at the principal AIS facility/ITU. This position requires a special commitment, as the ODPC is likely to be located a significant distance from the principal AIS facility/ITU.

The plan must also address travel authorization, per diem authorization, lodging, and other administrative requirements to move personnel from their usual work locations to the ODPC. Pre-cleared blanket authorizations may be necessary to move personnel to the ODPC quickly.

e. Operating Procedures

Operating procedures are specific to the ODPC. They are developed and validated during testing at the ODPC.

f. Recovery

Recovery from a disaster is complete when the principal AIS facility/ITU is restored to its original condition and is once again capable of full operation. The recovery process starts with an assessment of damage to specific equipment, including all of the information required to identify and reorder the equipment.

Accurate inventories and floor plans are invaluable aids in the recovery process. Copies of these items should be a part of the contingency plan and should be maintained off-site. To strengthen the contingency plan, it is advisable to work closely with the Contract Office to clear procurement paperwork for hardware, AIS facilities, and ITUs prior to actual need.

Once the AIS facility/ITU has been physically restored, the final step to return to full operation involves transporting the critical operating software, applications data, and personnel from the ODPC back to the principal AIS facility/ITU.

2. Testing the Plan

One appropriate strategy for testing the contingency plan is to test each critical application of the AIS facility/ITU individually. In this scenario, the software used to run each application is taken to the ODPC to ensure that it runs properly and to develop and validate its operating procedures. After all critical applications have been run separately, the final test consists of running all of them together at the test site. The results of the final test are then used to complete the contingency plan. After it is completed, the plan must still be tested periodically and updated to accommodate any changes, including any updated versions of the software or critical data.

3. Implementation

The final step in the contingency planning process is determining how to implement the plan in the event of a disaster. This step is vital to overcome any confusion or disorganization that may arise during an emergency. It is especially important for personnel with specific responsibilities in the recovery operation to practice their roles in a test situation.

One approach for implementing the plan is to establish a command center. A command center is an office located outside the AIS facility/ITU which could be occupied immediately and serve as a headquarters for the disaster recovery team. A copy of the contingency plan should be maintained at the command center.

Users must also be notified when the contingency plan goes into effect. At that time, they should begin to operate under emergency processing procedures and alternate means of handling system input and output, based on the shifting of workloads to the ODPC. The procedures developed for implementing the organization's contingency plan must be documented within the plan, and all users should have copies of the plan or be thoroughly briefed on pertinent aspects of the plan.

E. Contingency Planning Process for Stand-Alone Microcomputers 

A single contingency plan may serve multiple microcomputers.

In contrast to the costs associated with contingency planning for large AIS facilities/ITUs based on mainframe computers, minicomputers, LANs, and WANs, the costs associated with contingency planning for stand-alone microcomputers are minimal. Therefore, although it needs to be addressed in the contingency plan, hardware replacement is not the main concern in the contingency planning process for these facilities.

The main concerns of the contingency planning process for stand-alone microcomputers are data and software backup, with particular emphasis on customized software that is not available from a retail computer store. The cost to replace customized software may exceed the total cost to replace the hardware. The loss or compromise of proprietary data or data subject to Privacy Act provisions can also be costly.

The contingency plan for a stand-alone microcomputer should specify where backup data and software are stored. They could be stored in a fireproof office safe, a lockable file cabinet, or a vault, preferably in a location which is not adjacent to the facility. If the cost can be justified, they should be maintained off-site. A copy of current operating procedures should also be stored with the data and software.

F. Computer Security Incident Response Capabilities
Computer systems and communication networks are subject to a variety of sophisticated threats, many of which have emerged only during the past decade with the enormous growth in the use of microcomputers and LANs. Malicious software, in particular, is a large and growing threat that can cause enormous harm in a short time. (See Chapter XIII, "Malicious Software and Intrusions.") Although prevention must be the main line of defense, when a security incident occurs there is a need to respond quickly with on-call expertise that can control and contain sophisticated intrusions, limit damage, eliminate the problem, and restore normal operations.

A CSIRC is a part of the computer security effort that provides the capability to respond to computer security threats rapidly and effectively. It is a direct extension of the contingency planning process. A CSIRC provides a way for users to report incidents, and it provides personnel and tools for investigating and resolving incidents, and mechanisms for disseminating important incident-related information to management and users.

1. CSIRC components:

a. The CSIRC coordinator is responsible for all aspects of the CSIRC.

b. The CERTeam (Computer Emergency Response Team) is a group of trained specialists who respond to incidents.

c. Software tools are used to help identify and resolve incidents.

d. Communication is maintained with the user community.

e. A contact list is used to facilitate rapid communication.

2. Steps to establish a CSIRC:

a. Conduct a risk analysis to determine the need for a CSIRC. (See Chapter V, "Risk Management.")

b. Use the results of the risk analysis to determine CSIRC goals.

c. Determine CSIRC scope by identifying the organizations, technologies, and geographic areas that will be served by the CSIRC.

d. Determine CSIRC structure by selecting components, deciding on a reporting structure, and defining staffing criteria.

e. Use CSIRC goals and scope as the basis for defining CERTeam responsibilities.

f. Document CSIRC goals, scope, and structure, and CERTeam responsibilities.

g. Document, in the form of a CSIRC operations handbook, the reference and procedural information that will be needed by the CERTeam.
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Chapter VII. Personnel Security/Suitability and Training
A. Overview
This chapter discusses the Department's Personnel Security/Suitability Program and how it applies to the DHHS Automated Information Systems (AIS) Security Program. The DHHS Personnel Security/ Suitability Program is outlined in detail in Instruction 731-1 of the Department's Personnel Manual under "Personnel Security/Suitability Policy and Technical Guidance." Instruction 731-1 sets forth Departmental policy in the areas of position sensitivity, suitability for Federal employment, personnel investigations, waivers, access to classified materials, and other personnel security considerations, and deals comprehensively with the responsibilities of management officials who carry out these functions.

This chapter also outlines the DHHS Automated Information Systems Security Training and Orientation Program (AIS-STOP). Both OMB Circular A-130 and the Computer Security Act of 1987 require Departments and Agencies to establish and maintain AIS security training and orientation programs. DHHS IRM Circular No. 18 directs all DHHS organizations to provide microcomputer security training to all personnel who are involved in the use or management of microcomputers. The DHHS AIS Security Training and Orientation Program Guide recommends methodologies and materials, and suggests an approach for computer security awareness training.

It is important to note that the information in this chapter applies to all DHHS and contractor personnel.

B. Responsibilities
As noted above, Instruction 731-1 of the DHHS Personnel Manual lists in detail the responsibilities for personnel security and suitability policy and practices in this Department. Readers should obtain a copy of Instruction 731-1 and other current guidance from their Personnel Security Representative to ensure full compliance with DHHS Personnel Security/Suitability procedures and requirements. For additional assistance, supervisors can also consult the DHHS Supervisor's Guide to Personnel.

1. Assistant Secretary for Personnel Administration (ASPER)

The ASPER is responsible for Departmental personnel security and suitability policy.

2. Assistant Secretary for Management and Budget (ASMB)

The ASMB is responsible for overall policy and coordination of the DHHS AIS-STOP Program.

3. Heads of Operating Divisions (OPDIVs)

OPDIV heads are responsible for:

a. Ensuring that the organizations within their jurisdictions comply with the personnel security provisions of this chapter and Instruction 731-1 of the DHHS Personnel Manual.

b. Developing and implementing an AIS security training and orientation program, in accordance with the following requirement from the Computer Security Act of 1987:

Each Federal agency shall provide for the mandatory periodic training in computer security awareness and accepted computer security practice of all employees who are involved with the management, use, or operation of each Federal computer system within or under the supervision of that agency.

4. AIS Managers, AIS Facility Managers, and Information Technology Utility (ITU) Managers 

AIS Managers, AIS Facility Managers, and ITU Managers are responsible for determining, or assisting in the determination of, the position risk levels for all critical and sensitive computer-related personnel positions, and for ensuring that all contractor and DHHS personnel within their organizations have undergone the appropriate background suitability checks and AIS security training and/or orientation.

5. Information Systems Security Officer (ISSO)

The ISSO in each DHHS organization is responsible for monitoring the organization's adherence to the DHHS Personnel Security/Suitability Program for computer-related positions and the organization's AIS-STOP program, in conjunction with the OPDIV Senior ISSO.

C. Personnel Security/Suitability Program Requirements
1. Position Sensitivity Designations

Instruction 731-1 of the DHHS Personnel Manual states the personnel security and suitability policy and practices for this Department. Technical guidance provided by ASPER's Personnel Security and Drug Testing Program Division is as follows:

Guidance - AIS Positions (Use only if applicable)

1. The proliferation of personal (PC) and laptop computers raises questions of computer security. Many of these units stand alone or are linked to other units to form a small automated data system, while others may be linked to a larger AIS, but with limited or restricted access to specific parts of the database. In other instances, the user may have access to a large database without restriction.

Generally, any Federal service or contractor position in which the incumbent programs or operates a mainframe computer, or any other computer linked to others to form an AIS which allows for data access or manipulation, is a computer-related or AIS position. Designation of position risk levels for these positions must take into account the nature of information in the AIS database, the uses to which the data is put, control and authentication of individual users, methods or techniques used to augment or enhance protection/safeguarding of AIS information, and physical security safeguards and access control for the specific AIS.

Positions requiring the use of a PC or word processor solely for composing correspondence with no linkage to an AIS or a LAN are not considered to be "computer-related" or "C" positions.

2. The three position risk levels and the criteria for AIS positions are defined as follows:

a. High Risk (Level 6C) Public Trust Positions have a potential for EXCEPTIONALLY SERIOUS IMPACT on computer security of a major AIS. Includes any position at the highest level of risk to the AIS. Positions could include those in which the incumbent is responsible for the planning, direction, and implementation of a computer security program; has a major responsibility for the direction, planning, and design of a computer system, including the hardware and software; or can access a system during the operation or maintenance stages, with relatively high risk for causing grave damage or realizing significant personal gain. Such positions may involve the following:

(1) Responsibility for the development and administration of DHHS computer security programs, and also including direction and control of risk analysis and/or threat assessment.

(2) Significant involvement in life-critical or mission-critical systems.

(3) Responsibility for the preparation or approval of data for input into a system which does not necessarily involve personal access to the system but with relatively high risk for effecting grave damage or realizing significant personal gain.

(4) Relatively high risk assignment associated with or directly involving the accounting, disbursement, or authorization for disbursement from system of (1) dollar amounts of $10 million per year or greater or (2) lesser amounts if the activities of the individual are not subject to technical review by higher authority to ensure the integrity of the system.

(5) Major responsibility for the direction, planning, design, testing, security, maintenance, operation, monitoring, and/or management of systems hardware and software.

(6) Other responsibilities that involve relatively high risk for effecting damage or realizing significant personal gain.

b. Moderate Risk (Level 5C) Public Trust Positions have the potential for MODERATE TO SERIOUS IMPACT on computer security, involving duties of considerable importance to the DHHS mission with significant program responsibilities which affect large portions of an AIS. Positions could include those in which the incumbent is responsible for the direction, planning, design, operation, or maintenance of a computer system, and whose work is technically reviewed by a higher authority at the High Risk level to ensure the integrity of the system. Such positions may involve the following:

(1) Responsibility for systems design, operation, testing, maintenance, and/or monitoring that is carried out under technical review of higher authority at the High Risk level. This level includes but is not limited to:

(a) Access to and/or processing of proprietary data, information requiring protection under the Privacy Act of 1974, and Government-developed privileged information involving the award of contracts.

(b) Accounting, disbursement, or authorization for disbursement from systems of less than $10 million per year.

(2) Other responsibilities that involve a degree of access to a system that creates a significant potential for damage or for personal gain less than that in High Risk positions.

c. Low Risk (Level 1C) Public Trust Positions have the potential for LIMITED impact on computer security of an AIS. This level includes all AIS positions not falling into one of the above two risk levels. Such positions may involve the following:

Responsibility for processing nonsensitive data which requires no controlled access dissemination.

Position risk levels 6C, 5C, and 1C apply to most AIS positions. However, if employees need access to classified national security information, they will require either Top Secret (Level 3C/4C) or Secret/Confidential (Level 2C) position sensitivity designations. These determinations will be approved by ASPER.

2. Background Investigations

Employees assigned to a Level 6C (High Risk) position are subject to a Background Investigation (BI). Employees assigned to a Level 5C (Moderate Risk) position, with no previous investigation and approval, must undergo a National Agency Check and Inquiry Investigation plus a Credit Check (NACIC), or possibly a Limited Background Investigation (LBI). Employees assigned to a Level 1C position (Low Risk or Nonsensitive) must be subject to a National Agency Check and Inquiry Investigation (NACI).

If employees will have access to classified national security information, more intensive investigations will be required. Employees assigned to a Level 3C (Top Secret) or Level 4C (Top Secret, requiring special security considerations) position must be subject to a Single Scope Background Investigation (SBI). Employees assigned to a Level 2C (Secret or Confidential) position must undergo an LBI.

Exhibit VII-A, below, summarizes investigation requirements by position risk level.

Exhibit VII-A: Required Investigation by Position Risk Level
	LEVEL
	DESCRIPTION
	REQUIRED INVESTIGATION

	6C
	High Risk Public Trust
	BI

	5C
	Moderate Risk Public Trust
	NACIC (or LBI)

	3C/4C
	Top Secret Access
	SBI

	2C
	Secret/Confidential Access
	LBI

	1C
	Low Risk/Nonsensitive
	NACI


Employees who have previously met investigative requirements within the past five years may only need to be subject to an updated or upgraded investigation.

D. AIS Training and Orientation Requirements
Public Law 100-235, the Computer Security Act of 1987, requires mandatory periodic training for all employees involved in the management or use of Federal computer systems that contain sensitive information. The Office of Personnel Management (OPM) regulation at 5 CFR Part 930, titled "Training Requirement for the Computer Security Act," specifies the content, target populations, and training levels for the requirement. National Institute of Standards and Technology (NIST) Special Publication 500-172, Computer Security Training Guidelines, and the DHHS AIS Security Training and Orientation Program Guide (AIS-STOP) provide guidance in meeting the requirement.

Exhibit VII-B below, adapted from the NIST Training Matrix (Special Publication 500-172), provides an overview of the content and appropriate training level for each of the target populations. Subject areas, target populations, and training levels are described in detail below.

Exhibit VII-B: Training Matrix
	 
	TRAINING AREA

	AUDIENCE CATEGORY
	Computer Security Basics
	Security Planning & Management
	Computer Security Policy & Procedures
	Contingency Planning
	Systems Life Cycle Management

	Executives
	Awareness
	Policy
	Awareness
	Awareness
	Awareness

	Program & Functional Managers
	Awareness
	Implementation
	Implementation
	Performance
	Performance

	IRM, Security& Audit Personnel
	Awareness
	Performance
	Performance
	Performance
	Performance

	ADP Mgmt, Operations & Programming
	Awareness
	Performance
	Performance
	Performance
	Performance

	End Users
	Awareness
	Awareness
	Performance
	Performance
	Awareness


1. Five general subject areas should be addressed by the training:

a. Computer Security Basics: Introduces the concepts behind computer security practices and the importance of the need to protect information from known threats.

b. Security Planning and Management: Concerns risk analysis, the determination of security requirements, security training, and internal agency organization to carry out the computer security function.

c. Computer Security Policy and Procedures: Examines Federal and DHHS security practices in the areas of physical, personnel, software, communications, data, and administrative security.

d. Contingency Planning: Covers the concepts behind emergency planning, backup, response, and recovery; identifies the roles and responsibilities of involved personnel.

e. System Life Cycle Management: Discusses the ways in which security is addressed during each phase of the system life cycle, including initiation, definition, system design, programming and training, evaluation and acceptance, and installation and operation; addresses procurement, certification, and accreditation.

2. Five target populations for training have been defined by the Office of Personnel Management (OPM). A sixth group, contractors, may fit into any one of the five target populations. These groups and their training needs are described below:

a. Executives are senior managers who set Agency computer security policy, assign responsibility for implementing policy, determine acceptable risk levels, and provide the resources for the computer security program. This group includes the Secretary of DHHS, Staff Division Assistant Secretaries, Deputy Assistant Secretaries, and OPDIV heads.

Executives need to understand their responsibilities for implementing the AIS security program. Topics to be covered include the setting of organization-specific policy on the protection of information and data processing resources with the broad objectives of ensuring cost-effective confidentiality, integrity, and availability within management's assessment of acceptable levels of risk; the assignment of responsibilities to competent individuals and the development of methods to hold those individuals accountable; and the provision of visibility and operating resources for a computer security program.

DHHS has published the Computer Security for Senior Executives guide to develop an awareness of the need to bring security planning and implementation into the mainstream of Departmental management activity.

b. Program and Functional Managers are managers and supervisors who have a program or functional responsibility that is not in the area of computer security, but who have primary responsibility for the security of their data.

These managers need to understand their role in designating the sensitivity of automated information and the criticality of systems which support their functions, and in ensuring that cost-effective security controls are implemented to protect data from unauthorized disclosure, modification, or destruction. Functional managers should understand the need/requirements for contingency and disaster recovery planning and for the issuance of security procedures, guidelines, or standards directed toward protecting the daily operations for which they are responsible.

c. Information Resource Managers, Security, and Audit Personnel are involved with the daily management of DHHS information resources, including the accuracy, availability, and safety of these resources. This group includes personnel from the DHHS Office of the Inspector General (OIG), Information Resources Management (IRM) staff, and ISSOs.

Although roles and responsibilities of these Agency officials differ depending upon their organizational location, they require extensive training to ensure comprehensive knowledge of the AIS security discipline, as well as DHHS and program AIS security requirements, policies, and procedures. ISSOs need training in the technical aspects of AIS vulnerabilities, risks, and safeguards. ISSOs are the experts who develop AIS security policy and guidance, assist with safeguard selection, and evaluate security implementation.

d. Automated Data Processing (ADP) Management, Operations, and Programming Staff are involved with the daily management and operations of ADP services. This group includes AIS Facility Managers, AIS Managers, Applications Systems Managers, and Database Managers.

These managers and specialists need technical training commensurate with their responsibilities for implementing AIS security policy and for providing security controls to ensure the protection of information and applications. They require technical knowledge to develop and issue procedures, policies, or standards that provide guidance and direction, not only for the work flow process of the AIS, ITU, or computer facility but also for the technical and functional support their AISs, ITUs, or facilities provide to other elements of the Department. They may require specialized training to properly execute their major role in contingency planning and recovery procedures so that they can ensure continuity of operations for the critical workload of their organizations.

e. End Users are employees who have access to a DHHS computer system that processes sensitive information or that is critical to DHHS operations. This group is large and diverse, including data entry clerks and executives using microcomputers.

All users of automated information technology must be provided with some kind of general AIS security awareness orientation or training, whether they use computers on a full or part-time basis to perform their jobs. The Department recognizes that almost all DHHS personnel may eventually require AIS security awareness orientation or training, given the rapid growth in the use of microcomputers. At a minimum, all employees should receive awareness level training, and specific security training should be a part of all subsequent DHHS-sponsored AIS courses.

f. Contractors are non-Federal personnel who perform services for the Federal government under the terms and conditions of a contractual agreement.

Contractors need security training commensurate with their responsibilities for performing work under the terms and conditions of their contractual agreements.

3. Four general levels of training that are appropriate for different target audiences need to be distinguished. The depth of coverage depends on the sensitivity of the information and/or criticality of the systems to which the employee has access, and the employee's responsibility and authority with respect to the information or system.

a. Awareness level training creates sensitivity to threats, vulnerabilities, and the need to protect data and data processing activities.

b. Policy level training provides the ability to understand computer security principles so that executives can make informed decisions about computer and information security programs.

c. Implementation level training provides the ability to recognize and assess the threats and vulnerabilities to automated information resources so that the responsible managers can set security requirements that implement Agency security policies.

d. Performance level training provides the employee with skill to design, execute, or evaluate Agency computer security policies and practices so that employees will be able to apply security concepts while performing tasks that relate to their duties and positions.

4. Training is an ongoing process and, at a minimum, should be provided whenever there is a significant change in the Agency's information security environment or procedures, or when an employee enters a new position that deals with sensitive information.

All OPDIVs, Agencies, and facilities should include security awareness as part of their existing computer training, management courses, and employee orientation. Modes of delivery outside the classroom are acceptable; e.g., computer assisted training, video tapes, workbooks, job aids, and desk guides.

5. Computer security refresher training should be provided as frequently as determined necessary by the Agency, based on the sensitivity of the information that the employee uses or processes.
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Chapter VIII. AIS Facilities
A. Overview
In accordance with the Departmental Automated Information Systems Security Program (AISSP), all DHHS organizations that operate Automated Information System (AIS) facilities must implement physical security and operating safeguards to protect these assets from unauthorized or fraudulent use, manipulation, or destruction. This chapter presents policies and guidelines for protecting AIS facilities and operating systems at the organizational level. The goal is to protect and preserve information, physical assets, human assets, and operating systems by reducing their exposure to vulnerabilities which can disrupt or curtail AIS operations.

The Department's AIS facilities are categorized as follows:

1. Government-owned and Government-operated,

2. Government-owned and contractor-operated, and

3. Contractor-owned and contractor-operated.

The policies and guidelines presented in this chapter apply to AIS facilities which house AIS equipment. These policies and guidelines also apply to Information Technology Utilities (ITUs), including Local Area Networks (LANs) and Wide Area Networks (WANs), since the various components of ITUs are housed in AIS facilities.

Although stand-alone microcomputers are technically considered to be AIS facilities, they are excluded from the policies and guidelines presented in this chapter, except where specifically referenced, because many of the safeguards discussed in this chapter are not applicable. (See Chapter XI for a full discussion of microcomputers.)

B. Responsibilities
1. AIS Facility Managers

AIS Facility Managers are responsible for:

a. Specifying, implementing, and reviewing procedures used to protect their AIS facilities/ITUs and operating systems, including the performance of risk analyses and the determination of minimum safety requirements and safeguards. The minimum safety requirements and safeguards for all AIS facilities are outlined in Chapter III, Exhibit III-A, "Matrix of Minimum Security Safeguards."

b. Developing a computer system security plan, as required by the Office of Management and Budget (OMB), when a facility supports applications that contain sensitive information; i.e., security level designation 4, 3, or 2. (See Chapter III, "Security Level Requirements.")

c. Ensuring that their facilities comply fully with the physical security requirements defined in Part 7 of the DHHS General Administrative Manual.

2. Heads of Operating Divisions (OPDIVs)

OPDIV heads are responsible for certifying that they have provided the resources required to properly protect the AIS facilities and operating systems within their jurisdictions, commensurate with the determined acceptable level of risk.

3. Application System Managers and Database Managers

Application System Managers and Database Managers are responsible for ensuring that the AIS facilities and ITUs that run their application systems/databases are certified at a level of security equal to or higher than the security level designated for their applications systems/databases.

C. Operating Systems
Computer operations within DHHS fall into two broad categories: on-line time-sharing operations and sequential batch operations. Most of the technical safeguards required within the AISSP apply to time-sharing operations; however, organizations that use batch operations should also be aware of the requirements, and should apply them where needed.

1. Operating System Requirements

The requirements for protecting the operating systems of AIS facilities are as follows:

a. The AIS Facility Manager should ensure that the operating system is run using features that guarantee systems integrity and prevent unauthorized use of sensitive system interfaces.

b. The AIS Facility Manager should ensure that the operating system controls access to the databases and software programs stored in the AIS facility. It is recommended that vendor packages specifically designed for this purpose be used (e.g., RACF, Top Secret, and ACF-2).

c. The AIS Facility Manager should ensure that the operating system records and displays non-routine activity that may indicate a security violation (e.g., operator overrides, access failures due to the use of incorrect passwords, and terminal blackouts).

d. The AIS Facility Manager should ensure that the operating system:

(1) Provides safeguards to protect operational status and subsequent re-start integrity during and after shutdown.

(2) Includes complete and current documentation which permits the construction of audit trails for the purpose of tracking non-routine activity.

e. The AIS Facility Manager should ensure the installation of a software feature(s) that will automatically lock out a terminal if it is not used for a specified period of elapsed time, for a specified period after normal closing time, or if a password is not entered correctly after a specified number of times.

2. Procedural Safeguards

a. There are many possible methods for manipulating batch and on-line systems and organization managers must evaluate their systems often to find vulnerabilities and to ensure that safeguards are functioning as intended.

b. AIS Facility Managers should institute procedures for the appropriate separation of duties within their AIS facilities. Certain duties should always be separated; for example, scheduling, operating, programming, storage, and library functions.

c. The rules for operators must be specific and complete, and operators must not be permitted to deviate from them. Proper instruction and training must be given to operators to guard against practices such as dispensing passwords over the telephone and unlocking terminals by operator override.

d. AIS Facility Managers should establish procedures that require validation of operating systems prior to implementation. Validation should be performed on both new systems and modified systems. The purpose of the validation is to ensure the inclusion of security safeguards prior to implementation.

D. Physical Security
1. Introduction

In accordance with the Departmental AISSP, all DHHS organizations must implement physical security safeguards to protect the Department's AIS resources. These safeguards must be applied in all administrative, physical, and technical areas and can include the use of locks, guards, administrative controls, and measures to protect against damage from intentional acts, accidents, fires, and environmental hazards such as floods, hurricanes, and earthquakes. The minimum safeguards for all AIS facilities are outlined in Exhibit III-A, "Matrix of Minimum Security Safeguards." AIS Facility Managers must also ensure that their facilities fully comply with the physical security requirements as defined in Part 7 of the DHHS General Administration Manual.

The Matrix of Minimum Security Safeguards reflects the minimum security requirements that must be implemented until a formal risk analysis of an AIS facility has been conducted. Based on the results of the risk analysis, additional safeguards may be added. If the risk analysis shows noncompliance with security requirements, the reasons why the security requirements cannot be met must be documented, and the document must be available for inspection. If an organization cannot implement a Federal security requirement or standard, a waiver request may be submitted to the Deputy Assistant Secretary for Information Resources Management (DAS/IRM). The DAS/IRM will determine whether the waiver request should be forwarded to the appropriate government official for approval.

For additional guidance on security safeguards, refer to National Institute of Standards and Technology (NIST) Federal Information Processing Standards Publication (FIPS PUB) 31, Guidelines for Automatic Data Processing Physical Security and Risk Analysis, and General Services Administration (GSA) Federal Procurement Management Regulations (FPMRs) 101-35.3 and 101-36.7. For guidance on waiver requests, refer to Chapter IV, "AISSP Administration at the OPDIV Level."

Before selecting and implementing safeguards to protect the physical security of AIS facilities, the AIS Facility Manager should identify the various components of the AIS facility that require protection. These components may include:

a. Computer room

b. Data control and conversation area

c. Programmer's area

d. Terminal/remote job entry (RJE) room

e. Communications equipment area

f. Data file storage area

g. Forms storage area

h. Supplies storage area

i. Maintenance/workshop area

j. Support equipment area (including cooling towers and water supply)

k. Telephone closet

l. Power supply area (including transformer vaults and power panels)

m. General office area (where sensitive data is handled)

The selected safeguards should include, but not be limited to, access control, protection of sensitive materials, AIS facility construction, and fire safety.

2. Access Control

The AIS Facility Manager should establish physical and administrative controls to prevent unauthorized entry into operations, data storage, library, and other support areas. The following actions should be taken in establishing these controls:

a. Physical Controls

Equip all doors in all areas containing AIS equipment with mechanical or electronic locking mechanisms. Emergency and "Exit Only" doors should be equipped with hardware which permits immediate egress in the event of an emergency.

b. Administrative Controls

Develop and implement administrative procedures for limiting AIS facility access to authorized personnel only. To achieve this objective, management should:

(1) Prepare and maintain access authorization lists.

(2) Discourage the presence of visitors; but when a visit is necessary, require an escort at all times.

(3) Maintain logs to record the entry and departure of all individuals, other than normally authorized personnel.

(4) Coordinate with the building manager to limit the presence of cleaning and maintenance personnel to the period when regular employees are on duty.

(5) Establish procedures to record and report occurrences of non-routine user/operator activity, such as:

(a) Terminals left unsecured after-hours.

(b) Doors to AIS facilities, remote job entry facilities, terminal rooms, library, or media storage areas left unlocked after-hours.

(6) Post "For Authorized Personnel Only" signs where sensitive data are used or stored.

3. Protection of Sensitive Materials

All DHHS organizations should establish procedures to control the handling, distribution, storage, disposition, and destruction of materials which contain sensitive data. The AIS Facility Manager should establish physical and administrative controls to prevent unauthorized entry into operations, data storage, library, and other support areas. The following actions should be taken in establishing these controls:

a. Physical Controls

Ensure that all Level 3 and 4 sensitive materials, such as data printouts and other hard copy materials, software documentation, operating manuals, and handbooks, are labelled as sensitive and stored in a secure location when not in use, preferably in a lockable filing cabinet or desk.

b. Administrative Controls

(1) Establish procedures to prevent erroneous or unauthorized transfer of sensitive materials.

(2) Ensure that storage media that contain sensitive data are labeled with a warning notice; for example, "This tape contains sensitive information. Knowing or willful disclosure of sensitive information can result in the criminal penalties associated with the Privacy Act of 1974, Computer Security Act of 1987, and other Federal laws that apply."

(3) Ensure that user management maintains a retention schedule and a monitoring procedure for all data in the AIS facility, in consultation with the organization's records management officer. The National Archives and Records Administration (NARA) provides guidelines for the disposition of electronic records. (See NARA, Managing Electronic Records.)

(4) Dispose of all retired, discarded, or unneeded sensitive data in a manner that will prevent unauthorized persons from making use of it.

(a) Ensure that all sensitive data are erased from storage media prior to repair or before release as work tapes, disks, or memory areas (degaussing).

(b) Ensure the secure destruction of all sensitive hard copy documents when they are no longer needed.

(5) Protect sensitive data during an external evaluation.

4. Facility Construction

OPDIV security representatives must review the construction plans for all new AIS facilities, and for modifications to existing AIS facilities, to determine the most cost-effective method for securing the facilities. The potential vulnerability of the facility to penetration by outside forces, the sensitivity of the data to be processed, and the value of the equipment to be protected should be considered in making this determination.

Minimum protection must be provided for all new AIS facilities and modifications to existing AIS facilities using the following guidelines:

a. Walls should be constructed of materials which offer resistance to forced entry and have a fire rating of at least one hour. (Refer to GSA FPMR Subpart 101.36.7 and the Department of Commerce RP-1, Standard Practice for the Fire Protection of Essential Electronic Equipment Operations.)

b. All facility doors should be constructed of materials which are comparable to the facility walls in strength and fire rating.

c. The most desirable location in which to house AIS equipment is an interior room, above the first floor, having four solidly-constructed walls which extend from the true floor to the true ceiling. Location and construction are particularly important if the AIS equipment will not be attended on a 24-hour basis. Attended AIS equipment requires only a minimum level of protection, since unauthorized access is easily detected by resident personnel.

d. Basement, first and second floor windows, and windows accessible from adjacent structures should be secured when the facility is unattended. The replacement of glass windows with plastic windows should be considered. If the AIS facility is a potential target for vandalism, windows should be barred, screened, or opaqued.

5. Fire Safety

OPDIV security representatives should ensure that appropriate safeguards are implemented to prevent, detect, and/or suppress fires and protect AIS equipment in the event of a fire. The following safeguards are required to ensure fire safety, and many of them will also reduce vulnerability to other environmental hazards. For further guidance on fire safety, refer to Department of Commerce RP-1, Standard Practice for the Fire Protection of Essential Electronic Equipment Operations, the National Fire Protection Association (NFPA) Publication 75-1992, Protection of Electronic Computer/Data Processing Equipment, and local ordinances and building codes.

a. Fire Prevention

Take preventive measures to minimize the threat of fires, such as keeping AIS equipment rooms clear of trash and unnecessary supplies and enforcing a prohibition on smoking.

b. Fire Detection

Install smoke and/or fire detection equipment within the AIS facility to ensure early detection of fires. Connect all alarms to a central alarm within the AIS facility and to an attended guard station or fire station, if feasible.

c. Fire Suppression

Install fire suppression equipment; for example, overhead sprinkler systems with protected control valves and hand-held fire extinguishers. CO2 extinguishers should be used in AIS equipment areas, and pressurized water extinguishers used in paper storage, media library, and other similar areas.

d. Fire Emergency Response

(1) Provide equipment for emergency power shutdown and air conditioning in the event of fire or other emergencies, and ensure that overhead lighting is not shut down. Provide covers or other protective measures for emergency power controls and fire alarm switches to prevent accidental activations.

(2) Equip air-conditioning and duct-work systems with dampers to prevent the spread of fire, smoke, or chemical agents. Smoke exhaust systems are recommended for all AIS operations areas to minimize the potential hazard to personnel, AIS equipment, and storage media.

(3) Place waterproof sheets strategically throughout the AIS facility to prevent or minimize the effects of water damage.

(4) Develop a fire emergency preparedness and evacuation plan. The plan should include the training of fire emergency response teams and should include on-site orientation visits for the local fire department. Develop and test the fire emergency preparedness and evacuation plan and conduct fire drills at least annually.
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Chapter IX. Application Systems and Data Security
A. Overview
This chapter presents the Automated Information Systems Security Program (AISSP) policy for determining the sensitivity of automated databases and the operational criticality of automated application systems. The requirements contained in this chapter apply to all DHHS organizations that use Automated Information Systems (AISs) and automated databases. Organizations should use the guidance presented in this chapter to ensure the security of their AISs.

The Department presumes that all of the data that are collected, maintained, and processed by an organization have some value. However, since neither all data nor all data applications are of equal value or sensitivity to an organization, they need to be categorized and protected differently. Databases and application systems that are categorized with high security level designations require more stringent security safeguards than those with low security level designations. Databases and application systems that are categorized at the lowest end of the spectrum usually require only minimum precautions.

B. Responsibilities
1. Heads of Operating Divisions (OPDIVs)

OPDIV heads are responsible for ensuring that an Application System Manager is appointed for each application system and a Database Manager is appointed for each database with a security level designation of Level 4, 3, or 2. Note that temporary working files are excluded from this requirement.

2. Application System Managers and Database Managers

Application System and Database Managers are responsible for developing, implementing, and reviewing procedures to protect the integrity of their application systems or databases. Application System/Database Managers are also responsible for:

a. Notifying the Information Systems Security Officer (ISSO) and users of the level of security required by their application systems/databases.

b. Certifying that the security requirements of their application systems/databases are being met or will be met.

c. Documenting and providing an explanation regarding individual security requirements or risk assessment recommendations that cannot be met.

d. Periodically reviewing and verifying that all users of their application systems/databases are authorized and are using the required security safeguards.

e. Ensuring that their application systems/databases are only run at AIS facilities and Information Technology Utilities (ITUs) that are certified at a level of security equal to or higher than the security level designated for their application systems/databases.

3. OPDIV Senior ISSOs

OPDIV Senior ISSOs are responsible for maintaining for their organizations an inventory of the application systems, databases, AISs, AIS facilities, and ITUs that have been designated with a security level of 4 or 3. Maintenance of Level 2 and 1 inventories is optional. However, Level 2 systems that require Computer Systems Security Plans (CSSPs), because they meet the criteria of the Computer Security Act, must be inventoried. Note that temporary working files are excluded from this requirement.

4. Users

Users are responsible for adherence to the security safeguards required to protect application systems/databases. Users are also responsible for:

a. Assisting Application System/Database Managers in determining the required security levels for application systems/databases. 

b. Running application systems/databases only at AIS facilities and ITUs that are certified at a level of security equal to or higher than the security level designated for their application systems/databases.

C. Application Systems and Data Management
1. Requirements

The primary responsibility for application system and database management lies with the OPDIV head. Specifically, OPDIV heads are required to:

a. Ensure that within their jurisdictions an Application System Manager is assigned for each application system and a Database Manager is assigned for each database with a security level designation of Level 4, 3, or 2. Note that temporary working files are excluded from this requirement.

b. Ensure that each application system and database within their jurisdictions is assigned a security level designation of 4, 3, 2, or 1. (See Chapter II, "Security Level Designations," for the definitions of the four criticality levels for application systems and the four sensitivity levels for databases.)

c. Ensure that computer security requirements are considered in conjunction with application system development.

d. Ensure that required security safeguards are in place for all application systems and databases within their jurisdictions. (See Exhibit IX-A, "Application System/Database Security Safeguard Matrix," for the minimum required security safeguards for application systems/databases.)

e. Ensure that a CSSP is developed for each application system that contains sensitive information.

f. Ensure that each application system within their jurisdictions has been assigned a certified security status. (See Exhibit IX-B, "Application System Security Certification/Accreditation.")

g. Document the rationale for those security requirements or recommendations cited in risk assessments and/or CSSPs which have not or, for some reason, cannot be implemented.

2. Application System and Database Security Level Designations

Application System and Database Managers should assign security level designations to their application systems/databases using the definitions provided in Chapter II, "Security Level Designations." The security level designations determine the minimum security safeguards required to protect their application systems/databases. For the most part, application systems/databases will fit one of the four levels of operational criticality/data sensitivity. However, if an application system/database is compartmentalized, such that a given process or data set is more sensitive than other processes or data sets, the Application System/Database Manager should assign the highest security level designation of any process or data set as the overall security level designation. Exhibit III-A, "Matrix of Minimum Security Safeguards," outlines the minimum security safeguards required for each security level.

It is important to emphasize that an application system/database may only run at an AIS facility/ITU that is certified at an equal or higher security level, and that the Application System/Database Manager is responsible for ensuring that all application system/database users adhere to all of the required safeguards for the application system/database.

3. Data Exchange

Data received from one department, agency, or organization for use by another department, agency, or organization must carry the security level designation assigned by the owner. For example, Department of Defense (DOD) or Social Security Administration (SSA) data, which are used by other Federal departments, agencies, or organizations, must carry the DOD or SSA security level designation and be protected accordingly.

4. Integration of Computer Security into System Development Life Cycle

A control process must be established to ensure that appropriate administrative, physical, and technical safeguards are incorporated into all new applications and significant modifications. (See Chapter X, "Integrating Computer Security into the System Life Cycle.") At a minimum, for each sensitive application, organization management is responsible for:

a. Defining and approving security specifications prior to programming.

b. Conducting and approving design reviews and tests of security features prior to the release of a system for full operation.

D. Computer Systems Security Plans
The Computer Security Act of 1987 requires the "establishment of security plans by all operators of Federal computer systems that contain sensitive information." According to the Office of Management and Budget (OMB):

The purpose of the system security plan is to provide a basic overview of the security and privacy requirements of the subject system and the agency's plan for meeting those requirements. The system security plan may also be viewed as documentation of the structured process of planning adequate, cost-effective security protection for a system.

When an application has been determined to be sensitive (whether assigned a security level designation of 4, 3, or 2), a CSSP must be prepared. It should include four basic sections:

1. System Identification - Includes the responsible organization, the system name or title, the system category (major application or general support system), the system operational status, a description of the function and purpose of the system, a description of the system environment, and contact person(s).

2. Sensitivity of Information Handled - Includes applicable laws and regulations, and a description of information sensitivity in terms of type (confidentiality, integrity, availability) and relative importance (high, medium, low) of protection needed.

3. System Security Measures - Includes a risk assessment, applicable guidance, required security control measures, and status (in place, planned, not applicable) for each control measure.

4. Additional Comments - Provides an opportunity for additional comments on system security or perceived needs for guidance or standards.

Note that a single CSSP may serve a group of applications.

E. Application System Certification/Accreditation
FIPS PUB 102, Guideline for Computer Security Certification and Accreditation, states:

Certification consists of a technical evaluation of a sensitive application to see how well it meets its security requirements.

Accreditors use the certification report to help evaluate certification evidence. They then decide on the acceptability of application security safeguards, approve corrective actions, ensure that corrective actions are implemented, and issue the accreditation statement. While most flaws will not be severe enough to remove an operational system from service, they may require restriction on operation (e.g., procedural security controls).

For new application systems, the certification process must begin during the design and development stages. Sensitive application systems must be recertified at least once every three years. Every sensitive application system must be recertified if the safeguard requirements outlined in this Handbook change, the system is violated, or the system undergoes a significant modification.

At a minimum, the accrediting official should review the following documents during the accreditation process for a sensitive application:

Computer Systems Security Plan
Security specifications and test results
Contingency plan
Other pertinent documents (e.g., risk analyses, audits, Office of Information Resources Management reviews)

When the accrediting official is satisfied that appropriate safeguards are in place for the application system and that the data processed by the application system are or will be secure, the procedure is as follows:

1. The Accrediting Official completes three copies of Exhibit IX-B, "Application System Security Certification/Accreditation," to document the certification procedure.

2. The Application System Manager retains one copy of the security certification form and forwards one copy of the certification form to the OPDIV Senior ISSO. The third copy may be retained for central files.

3. Applications which do not meet procedural or substantive security requirements should not be accredited. In such cases, complete Exhibit IX-C, "Deferral of Certification/Accreditation." The deferral statement includes a list of deficiencies which must be remedied. When a Deferral of Certification/Accreditation statement is executed, the application must be reported as a security weakness under the A-123 reporting process.

Note: The Accrediting Official may be the Application System Manager. However, FIPS PUB 102 states that the more sensitive the application, the higher the management level of the accrediting official should be.
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Exhibit IX-A: Application System/Database Security
Safeguard Matrix
Explanation: This matrix provides guidance for identifying the minimum required security safeguards for automated application systems and databases.

Directions: Locate the security level designation of the application system/database in the left-hand column. (See Chapter II, "Security Level Designations," for the definitions of the four criticality levels for application systems and the four sensitivity levels for databases.) An "X" to the right of the security level designation means that the security safeguard listed above is required, and an "O" means that the security safeguard is optional.
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	Security 
Level
	Access
Controls
	Encryp-
tion
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	4
	X
	X
	X
	X
	X
	X

	3
	X
	O
	X
	X
	X
	X

	2
	X
	O
	X
	O
	X
	X

	1
	O
	O
	O
	O
	O
	O



Exhibit IX-B: Application System Security
Certification/Accreditation
I have carefully reviewed the attached computer system security plan together with the findings and recommendations of a documented risk assessment; analysis of threats, vulnerabilities, and safeguards; or security evaluation performed within the past three years. Based on my authority and judgement, and weighing the residual risks against operational requirements, I authorize continued operation of (name of system) application system under the following restrictions:

(restrictions, if any)

I further authorize initiation of the following corrective actions, to be completed within the next calendar year:

(corrective actions)

__________________________________________________

(Signature/Title of Accrediting Program Official)
 

Exhibit IX-C: Deferral of Certification/Accreditation

Based on a review of the attached computer system security plan, requirements set forth in OMB Circular A-130, and the security requirements of (name of system) , this application cannot be accredited at this time. The reasons for deferring such accreditation include: 

[ ] An analysis of threats, vulnerabilities, and safeguards has not been performed within the last three years.

[ ] No documented security specifications exist.

[ ] Documented testing of security specifications has not been performed within the last three years.

[ ] Major vulnerabilities exist (specify) ____________

[ ] Personnel screening has not been performed.

[ ] Security awareness training has not been performed.

[ ] Other (specify) _______________________________________

I authorize initiation of the following corrective actions, to be completed within the next calendar year:

(corrective actions)

__________________________________________________
(Signature/Title of Accrediting Program Official)
 

Chapter X. Integrating Computer Security
into the System Life Cycle
A. Overview
The National Institute of Standards and Technology (NIST) defines the system life cycle as "the period of time beginning when the software product is conceived and ending when the resultant software products are no longer available for use. The [system life cycle] is typically broken into phases, such as requirements, design, programming and testing, installation, and operations and maintenance. Each phase consists of a well-defined set of activities whose products lead to the evolution of the activities and products of each successive phase."

Computer security should be integrated into the application system life cycle from its inception for several reasons:

· It is less expensive. To retrofit security is generally more expensive than to integrate it into an application.

· It is more effective. Meaningful security is easier to achieve when security issues are considered as part of a routine development process, and security safeguards are integrated into the system during its design.

· It is less obtrusive. When security safeguards are integral to a system, they are usually easier to use and less visible to the user.

The discussion makes use of a sample life cycle for illustrative purposes only. The phases of the system life cycle, as presented below, are as follows: Initiation, Definition, System Design, Programming and Training, Evaluation and Acceptance, and Installation and Operation. While the system life cycle presented demonstrates one acceptable approach for Operating Divisions (OPDIVs) to use, other acceptable system life cycle approaches exist.

This chapter provides basic guidance on how to integrate security into the system life cycle. It applies to the development of new application systems and the major modification of existing applications, whether development occurs in-house or under contract. This guidance applies, as appropriate, to the system life cycle of packaged software that is purchased off-the-shelf. Specifically, it applies to the Initiation Phase, Definition Phase, test plan activity of the System Design Phase, training activity of the Programming and Training Phase, Evaluation and Acceptance Phase, and Installation and Operation Phase.

B. Responsibilities
1. Heads of OPDIVs

OPDIV heads are responsible for establishing a control process to ensure that appropriate security safeguards are incorporated into all new application systems and significant modifications to existing systems.

2. Application System Managers

Application System Managers are responsible for ensuring that appropriate administrative, physical, and technical safeguards, commensurate with the security level designation of the system, are incorporated into their application systems under development or enhancement. Application System Managers are responsible for:

a. Designating the security level of the application system, and establishing and communicating required security safeguards.

b. Defining and approving security specifications prior to programming.

c. Conducting design reviews to ensure that security features that meet security specifications have been incorporated into the system design.

d. Testing security features prior to using the system operationally.

e. Protecting sensitive data during development.

f. Documenting the rationale for required security safeguards that have not been or cannot be implemented. For sensitive applications that require Computer System Security Plans (CSSPs), incorporate the rationale for not implementing required security safeguards in the CSSP.

3. Information Systems Security Officer (ISSO)

The ISSO in each DHHS organization is responsible for assisting Application System Managers in selecting and implementing appropriate administrative, physical, and technical safeguards for application systems under development or enhancement. ISSOs are responsible for assisting Application System Managers in:

a. Determining the security level of the application system, and establishing required security safeguards.

b. Defining and approving security specifications.

c. Conducting design reviews of security features.

d. Testing security features.

4. Users

Users are responsible for assisting Application System Managers in:

a. Determining the security level of the application system.

b. Defining and approving security specifications.

c. Testing security features.

C. Security and the Life Cycle
There are three important aspects of computer security in relation to the system life cycle:

1. Security must be considered from the first phase of the system life cycle. This rule applies regardless of the priority of the security requirement.

2. Development of computer security is an iterative process. The identification of vulnerabilities and the selection and implementation of safeguards continue as the system progresses through the phases of the life cycle.

3. All computer security considerations, including the rationale for not implementing required security safeguards, should be documented in the standard system life cycle documents.

Security is associated with every phase of the system life cycle. However, the most important phases for the purposes of system development are the Definition Phase, when security requirements are defined; the System Design Phase, when tests of security features are devised; and the Evaluation and Acceptance Phase, when security functions are tested. When development occurs under contract or when packaged software is purchased, security requirements must still be defined and the system must still be tested to ensure that security functions work.

D. Initiation Phase
The Initiation Phase begins with a recognition of the user problem to be solved or the mission need to be satisfied. A mission need may be prompted by new legislation, changes in regulations, program growth, changes in practice, or additional demands on existing functions and resources. The need is validated. Alternative concepts to satisfy the need, and their associated risks, are explored. Based on an evaluation of need, feasibility, and cost factors, management determines whether a project will go forward. The system decision paper, which is delivered at the conclusion of this phase, should include a discussion of security issues.

The Initiation Phase consists of four major activities: Needs Analysis, Feasibility Study, Risk Analysis, and Cost-Benefit Analysis. Each of these activities, together with its security considerations, is described below.

1. Needs Analysis. Conduct a needs analysis to define the problem; understand its background and context; and identify potential users, uses, and products of the proposed system. Produce a needs analysis report that includes discussion of security needs.

Security Consideration:

Security Level Designation. Determine the security level designation of the proposed system, based on anticipated data sensitivity and system criticality. (See Chapter II, "Security Level Designations.")

2. Feasibility Study. Conduct a feasibility study to analyze objectives, requirements, and system concepts at a high level; evaluate alternative approaches for achieving objectives; and identify the preferred approach. Produce a feasibility study report that includes security considerations. Security requirements cannot be definitively determined during the Initiation Phase. They must be considered during the feasibility study and revisited during subsequent phases.

Security Considerations:

a. Source Data Accuracy. Determine the potential harm that could result from inaccurate or incomplete data, especially when the proposed system uses new data sources or uses existing data for new purposes. Consider whether the proposed system would improve data quality.

b. User Identity Verification. Ensure that users or types of users can be identified and authenticated, so that they can be held accountable for their actions.

c. Restricted Interfaces. Determine whether access can be restricted at file, record, or data element level, as required.

d. Separation of Duties. Consider whether the boundaries between manual and related automated activities provide maximum separation of duties and independent review. For example, the initiation of transactions activity should be kept separate from the authorization of expenditures activity.

e. Facility Security. Consider what assumptions or constraints apply to facility security. Determine whether physical security safeguards, operational controls, personnel and administrative procedures, contingency plans, and backup and recovery procedures at the proposed facility are adequate. Determine whether facility performance will support application availability requirements.

3. Risk Analysis. Conduct a preliminary risk analysis to determine potential threats, identify vulnerabilities, estimate the magnitude of potential losses, and identify possible safeguards and related costs. Produce a preliminary risk analysis report. A complete risk analysis cannot be done at this stage of development. Begin consideration of risk during the Initiation Phase, and update and revise the risk analysis during subsequent phases.

Security Considerations:

a. Potential Threats. Determine the threats to the agency when the proposed system becomes operational. Potential threats include both natural disasters and people. People can accidentally or deliberately disrupt operations or time-dependent services, cause loss of physical assets, cause loss of system integrity, or harm the business of the organization.

b. Vulnerabilities. Identify vulnerabilities of the proposed system, such as opportunities to enter erroneous or falsified input data, and opportunities for unauthorized access.

c. Potential Losses. Estimate potential losses in the event of system failure or lost data or program files. Determine the financial cost, for example, to reconstruct files. Evaluate the repercussions of the loss of time, for example, in a medical support system, or for the generation of income checks. Also consider costs to the agency in terms of embarrassment and legal vulnerability in the case of fraud or the disclosure of private information.

d. Possible Safeguards. Identify possible safeguards and their related costs. The safeguards must fulfill the minimum security safeguard requirements specified for the system's anticipated security level designation. (See Chapter III, "Security Level Requirements," Exhibit III-A, "Matrix of Minimum Security Safeguards.")

4. Cost-Benefit Analysis. Conduct a cost-benefit analysis to recommend the most cost-effective alternative. Produce a cost-benefit analysis report that includes recommendations for cost-effective safeguards.

Security Consideration:

Cost-Effective Safeguards. Assign a priority to each threat and vulnerability; e.g., essential, important, marginal. Compare the cost of each previously identified potential safeguard with the estimated cost of losses that could be expected if the safeguard were not implemented.
E. Definition Phase
When management has determined that a system development effort is to go forward and has decided on the general direction it is to take, the Definition Phase begins. The major activity of the Definition Phase is the development of a set of detailed functional requirements that satisfy the stated need. In addition, a project plan that covers the estimated cost, schedule, and technical parameters of the project is developed.

A set of detailed security requirements must be developed in consultation with the user group. The security requirements must be sufficiently detailed and specific enough to support the development of tests that will determine whether the requirements have been satisfied. The functional requirements document, delivered at the conclusion of this phase, should include the detailed security requirements.

Security requirements will ultimately be met through a combination of technical, administrative, and physical controls. (See Appendix B, "Control Requirements.") When there is a choice, security controls enforced by software usually are preferable to administrative and physical controls. Automated controls tend to be more dependable and consistently applied than manual controls. Once in place, automated controls normally are less costly than manual controls.

Security Considerations:

1. Job Functions/Interfaces. Identify and define each task carried out (including manual and partially manual functions) in relation to the application system. Also identify and define interfaces to other automated systems. Include the following functions:

· Source data collection

· Input preparation

· Data entry

· Output dissemination

· Database administration

· System security planning and control

· Internal audit

· Application program maintenance

· Archival or backup data storage

· Computer operations

· System programming

2. Responsibilities. Identify responsibilities for each application function or interface. Identify the constraints that must be enforced to preserve security. Consider the kinds and likelihood of errors and their consequences. Consider the consequences of deliberate misuse.

3. Separation of Duties. Minimize security exposure by the separation of duties. Any operation that could result in serious harm should be independently checked or approved.

4. Sensitive Data Objects and Operations. Identify data objects (files, records, and elements) that will be processed. Determine their sensitivity and asset value; e.g., a diagnosis of Acquired Immunodeficiency Syndrome (AIDS) is both sensitive and potentially valuable to insurance companies. Identify the functions that users will perform on the data objects. If some operations are more sensitive than others, distinguish among them. For example, a process that calculates statistics on the incidence of AIDS may be less sensitive than an operation that produces an individual case report. Define requirements for each data object with respect to confidentiality, integrity, and availability.

5. Error Tolerance. Determine the application's error tolerance through consideration of the intended objectives of the application and the expected reliability of the data. For instance, financial systems have a low tolerance for error, while other systems may have a wider margin for error. Develop requirements for maintaining error levels within acceptable tolerances.

6. Availability. Determine the number of days per week and hours per day that the application must be available. Also define the requirements for availability in terms of maximum length and/or frequency of service interruption. Define needs for backup and disaster recovery.

7. Security Controls. For each application function, interface to another system, or data object, determine which of the following security controls are applicable, define detailed requirements, and suggest alternative control techniques:

a. Data Validation consists of checks to determine that data are accurate, complete, consistent, unambiguous, and reasonable.

b. User Identity Verification is usually a two-step process, which involves (1) the provision by the user of an identifier and, (2) the provision of a further proof that the user is actually the person associated with the identifier.

c. Authorization involves the enforcement of who has what mode of access to which data and functions.

d. Activity Logging refers to the recording of selected events, such as transactions, as they occur in the system. The logs produce data which can be analyzed to detect unusual activity. Information in the logs can also be used to optimize resource use, reconstruct the database after a system failure, and to audit the system by tracking the history of a transaction.

e. Variance Detection refers to the analysis of the activity logs to detect departures from established rules and procedures.

f. Encryption transforms data into an unintelligible form, typically through the use of an algorithm and a key.

8. Operating Environment. Identify requirements for physical security, including facilities (see Chapter VIII, "AIS Facilities"); contingency planning (see Chapter VI, "Contingency Planning"); and communications (see Chapter XII, "Data Communications and Networks").

9. Administrative Controls. Identify requirements for security administrative procedures and controls.

10. Review. Validate security requirements against previously defined risks. Security requirements should be reviewed by all organizations that will be involved in the use or operation of the application and by the security officer. 

11. Requirements Modification. Update security specifications throughout the system life cycle. All changes to the system that have an impact on the security specifications must be approved.

F. System Design Phase
The System Design Phase involves the development by technical staff and the approval by the user of detailed specifications to fulfill the stated functional requirements. When functional requirements have been fully defined, they can be converted into design specifications. In other words, designers translate "what the system is to do" into "how the system will do it." In addition, users and designers define test criteria to ensure that the system meets functional requirements. The major activities of the System Design Phase are the development of design specifications and a test plan.

1. Design Specifications. Develop system, subsystem, and program specifications that describe functions, performance requirements, the operating environment, and design characteristics. Develop database specifications that describe the logical and physical characteristics of the database. Produce a design specifications document in which security requirements are addressed.

Security Considerations:

a. Security Controls. Design security controls to implement security requirements defined in the Definition Phase. In the event that the design introduces a new vulnerability, develop appropriate security controls, and document the new vulnerability and related security controls. While not every design decision will take the most secure approach, security must be weighed in each design decision.

b. Number and Complexity of Security Controls. Minimize the number and complexity of security enforcement mechanisms. Structure the system so that parts having to do with security are small and well defined. If possible, security controls should be isolated in modules having few interactions with the rest of the application software.

c. Available Controls. Identify and make use of operating system and facility management controls, such as user identity verification, authorization of access to system files, logging of operating system activities, and backup and recovery procedures. Although these controls usually will need to be supplemented for each application system, there is no need to duplicate them.

d. Alternative Control Techniques. Investigate alternatives to the control techniques suggested in the functional requirements document. If a more cost-effective technique is discovered, update the requirements documentation.

e. Critical Code and Data. Isolate code and data that are critical to security, so that they can be more easily protected and audited.

f. Least Privilege. Enforce the "least privilege" principle. Developers, system administrators, and end users should be given no access rights to data or functions beyond what is necessary to do their jobs.

g. User Interfaces. Design user interfaces as specifically as possible to meet the user's requirements. Make the interfaces easy to use and understand. Security should be transparent to the user.

h. Secrecy. Do not depend on secrecy as a security mechanism. With the exception of passwords and encryption keys, avoid secrecy. Do not, for example, permit programmers to leave "back doors" in the code. Assume that a would-be penetrator knows everything.

i. Simplicity. Strive for simplicity and precision in the overall design. An important source of security problems is an overly complex design, which cannot be correctly implemented, maintained, or audited.

j. Anticipation of future security requirements. Assume that the trend is toward more security. Design with a view to allowing future security enhancements.

k. Structure. Structure security relevant functions for easy identification and examination. A simple and straightforward interface to security related functions and good documentation will serve the need to demonstrate that security requirements have been satisfied.

l. Design Review. Review the system design with the understanding that the review provides the last reasonable opportunity to identify weak points in the security perimeter. Consider whether the security design satisfies the security requirements. Determine whether the design specifications are sufficiently detailed to allow the development of tests that show whether the requirement has been satisfied. Be alert for risks introduced by the system design.

2. Test Plan. Develop specifications and procedures for testing software and system controls, including test data and evaluation criteria. Produce a test plan that includes tests of security related functions.

Security Considerations:

a. Tests of Security Features. Use the security requirements developed during the Definition Phase (see Section E) to design security tests.

b. Exceptional Conditions. Some tests should simulate abnormal, unusual, improbable, or illegal circumstances that may exist or be introduced during data input and processing.

G. Programming and Training Phase
The Programming and Training Phase involves the development and testing of computer programs that meet the approved specifications, including programs required for safeguards and controls. Documentation, which will support the ongoing operation and maintenance of the system by both the user and technical staff, is prepared. Training is initiated jointly by the user and technical staff.

1. Programming. Use programming practices that are based on sound software engineering methodology. Produce operations and maintenance documentation, including documentation of security safeguards and controls.

Security Considerations:

a. Programs. Code security features as designed.

b. Common Modules. Develop reusable modules with well-documented program-level interfaces that can be incorporated into secure software.

c. Extension of Secure Software. Build secure software by re-using, extending, and adapting existing secure software.

d. Documentation. Identify and completely document all security related modules; e.g., code that implements security controls, performs critical processing, or provides access to sensitive data.

e. Peer Review. Verify that the code contains no security errors, satisfies design specifications, is efficient, and is easily maintainable.

f. Access. Restrict access to programming capability, software development tools and products, and the development environment. Control access to all versions of programs during development.

g. Unit and Integration Testing. Test at the unit, subsystem, and system levels to discover errors and discrepancies between design specifications and programs.

2. Training. Produce user documentation and training materials that include explanation of security features. Train operators and users.

Security Considerations:

a. User Manual. Include instructions on the use of security features.

b. Security Training. Include security awareness in the training of users. [See AIS Security Training and Orientation Program Guide (AIS-STOP).]

H. Evaluation and Acceptance Phase
The Evaluation and Acceptance Phase involves field testing the fully integrated product in its operational environment at one or more selected sites. A test team that is independent of the development effort evaluates the system to ensure that it functions as desired. The test should include an evaluation of manual procedures and user documentation. The user for each function accepts or rejects the system based on the test results. User certification signifies the completion of the development activity.

Careful and thorough functional testing can uncover errors, omissions, and other flaws. Testing may uncover new security issues. However, if security has not been considered throughout the development process, the elimination of flaws identified during test and evaluation cannot be expected to improve security significantly. 

The test results and evaluation report, delivered at the conclusion of this phase, should include the test results and an evaluation of security features.

1. Evaluation. Test in accordance with a thorough and disciplined test plan (see Section F.2) that is based on the set of functional requirements, including security requirements, developed during the Definition Phase (see Section E).

Security Considerations:

a. Test Data. If data are sensitive, do not use production data. Test data that resemble production data should be developed for this purpose.

b. Access Controls. Evaluate access and authorization controls to determine whether they protect against human error and attempts at abuse.

c. Security Controls. Determine whether security controls can be broken or circumvented. Consider whether security controls interfere with performance criteria.

d. Contingency Plans. Test backup, contingency, and disaster recovery plans.

2. Acceptance. Present the user with the results of the evaluation.

Security Considerations:

a. Deficiencies. Advise the user of any security requirements that have not been successfully implemented.

b. Accreditation/Certification. Obtain, from the responsible agency official, appropriate statements certifying that protection measures appear adequate, and that the application meets all applicable Federal policies, regulations, and standards.

I. Installation and Operation Phase
The Installation and Operation Phase entails the full implementation of the system at all sites and the beginning of operation and maintenance activities, including control of all proposed hardware and software changes and operational procedures.

1. Installation. Install the application in the operational environment.

Security Consideration:

Documentation. Provide complete documentation of security related code at turnover. Provide operating instructions, including special security considerations.

2. Operation. Run the application in the operational environment. Manage changes in software and configuration during the remaining life of the application.

Security Considerations:

a. Post Implementation Review and Recertification. Periodically review sensitive applications to assess risks, evaluate the adequacy of security safeguards, ascertain that safeguards are functioning properly, and implement new safeguards as required. (See Chapter V, "Risk Management.")

b. Facilities. Ensure that an appropriate level of security is maintained within the operating environment. Conduct periodic risk assessments. (See Chapter VIII, "AIS Facilities.")

c. Control of Data. Control data preparation and input, data media storage, and the dissemination of output.

d. Personnel Security. Screen employees who will operate or maintain sensitive applications. (See Chapter VII, "Personnel Security/Suitability and Training.")

e. Security Training. Ensure that users and operators are periodically retrained, because security compliance tends to degrade over time. [See AIS Security Training and Orientation Program Guide (AIS-STOP).]

f. Reporting of Security Variances. Make provisions for the reporting and investigation of security breaches.

g. Change Control. Evaluate risks to the security perimeter as part of the impact analysis of proposed changes. Enforce strict change-control procedures.

h. Contingency Plans. Ensure that contingency plans are regularly tested.

i. Documentation. Ensure that security related documentation is maintained and is readily available.
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Chapter XI. Microcomputers
A. Overview
This chapter presents the Automated Information Systems Security Program (AISSP) policy for protecting microcomputers and microcomputer application systems and data from damage, destruction, or misuse. The term "microcomputers" includes workstations, personal computers (PCs), other desktop computers, laptops, notebooks, palmtops, and other portables, such as personal digital assistants and personal organizers.

The requirements of this chapter apply to all organizations that use microcomputers. Additional requirements apply for microcomputers that:

· Use software developed by the user;

· Communicate with other microcomputers.

This policy also applies to microcomputers owned by DHHS but authorized for work outside the office by DHHS employees, and microcomputers owned by DHHS employees but used for official work-related purposes. Microcomputers used exclusively as part of automated scientific instrumentation in a laboratory environment are excluded from the policy.

Protecting and safeguarding microcomputer software and data can be a difficult problem, since microcomputers are generally easy to access. Therefore, subject to Federal regulations and penalties, all Application System Managers, supervisors, and microcomputer users are responsible for taking actions to safeguard and prevent the improper use of, damage to, or destruction of microcomputer data, application systems, and hardware. The extent of these actions should be commensurate with the sensitivity of the data, operational criticality of the application systems, the value of the hardware, and the distribution of functions and authority as defined by the OPDIV.

B. Responsibilities
1. Application System Manager

The Application System Manager is usually either the lowest level supervisor responsible for microcomputers and the staff assigned to use them, or the individual using the microcomputer application. Application System Managers are responsible for:

a. Designating the security level of microcomputer based application systems under their purview. (See Chapter II, "Security Level Designations.")

b. Establishing and communicating the security safeguards required for protecting the application system, the microcomputers that run the application system, and the data processed by the application system. (See Chapter III, "Security Level Requirements.") Exhibit XI-A, "AIS Security Checklist for Microcomputers," is provided as guidance to highlight the security requirements for microcomputer based application systems.

2. Users

Microcomputer users are responsible for:

a. Implementing specified security safeguards to prevent fraud, waste, or abuse of their assigned microcomputer hardware, application systems, and data.

b. Conforming to security policies and procedures that minimize the risk to microcomputer application systems and data; e.g., taking precautions to prevent the introduction and spread of malicious software.

3. Information Systems Security Officer (ISSO)

The ISSO is responsible for assisting the Application System Manager in establishing, and the users in implementing, the appropriate security safeguards required to protect microcomputer hardware, application systems, and data from improper use or abuse.

C. Specific Requirements
1. Specific Requirements for Application Systems

a. The Application System Manager must conduct a risk analysis, which documents the dollar value of microcomputer based application systems, the nature and likelihood of threats, and the effectiveness of existing or proposed security safeguards required to protect the systems. Note that a single risk analysis may be sufficient to cover multiple microcomputer applications and/or installations of microcomputer applications.

b. The Application System Manager must establish controls for handling the data processed by the application systems, such as labeling reports and diskettes, to prevent unauthorized access to or loss of the data.

c. The Application System Manager must develop and maintain a list of persons authorized to access the application systems and the data they process.

d. The Application System Manager must decide whether the applications and the data they process will be permitted to reside on a portable computer, such as a laptop.

e. The Application System Manager must ensure that appropriate security safeguards are in place for the application systems prior to implementation. This requirement applies to all new and all modified application systems.

f. For multi-user application systems, the Application System Manager must ensure that every user is aware of the security safeguards that are necessary to protect the application and the data it processes. (See DHHS IRM Circular No. 18, "Microcomputer Security Training," Chapter VII, "Personnel Security/Suitability and Training," and AIS Security Training and Orientation Program Guide.)

g. The Application System Manager must create a backup copy of proprietary software, when authorized by copyright law or software licensing agreements.

h. The Application System Manager must maintain a complete and current set of documentation which describes the application(s), procedure(s), and process(es) for all software utilized by the application systems.

i. Users must back up data files on a periodic basis.

j. Users must ensure that passwords used to access application systems are not available to others.

k. Users and the Application System Manager must periodically reevaluate the adequacy of the security safeguards used to protect application systems. These reevaluations are especially important following changes such as personnel turnover or the installation of telecommunications capabilities on microcomputers that run the application system.

2. Specific Requirements for Equipment

a. The Application System Manager must determine the need to install devices to control physical access to or prevent the theft of microcomputers that run the application systems. Locking mechanisms on microcomputers, removable hard disks, and door locks are possible solutions.

b. The Application System Manager must install devices to protect the microcomputers that run the application systems from power fluctuations, surges, and spikes, events which could lead to unpredictable or undesirable results, such as damage to hardware, the creation of erroneous data, or the loss of data. Note that this requirement may not apply to portable microcomputers.

c. The Application System Manager, in conjunction with the users of microcomputers that run the application systems, should consider the need for developing a contingency plan(s). The contingency plan(s) should address emergency operations and recovery procedures in the event that the microcomputers become inoperable for a period of time. The contingency plan(s) could entail the use of alternate microcomputers located elsewhere or the use of microcomputers loaned from a vendor. (See Chapter VI, "Contingency Planning," Section E, "Contingency Planning Process for Stand-Alone Microcomputers.")

3. Specific Requirements for Externally-Developed Software

a. Only software authorized for business purposes should be used on Federal computers.

b. The use of software purchased by the Government is governed by the terms and agreements established by the software vendors and the DHHS procurement process. Opening shrink-wrap coverings can constitute acceptance of the licensing terms stated by the vendor. Employees and contractors are strictly forbidden to use or copy software in a manner contrary to licensing agreements and Departmental procurement policies. Infringement of software copyrights may constitute theft.

c. PC software products may not be copied more than the limit provided by contract (e.g., including an archived copy for backup purposes). Employees or contractors who make additional copies to avoid the cost of acquiring software must be held accountable for their actions.

d. Superseded PC software may be taken home by employees only if to do so is permitted by the site-license agreement and approved by management. Management approval should depend on the employee's need to perform official government work at home.

e. Application System Managers purchasing software packages protected by quantity licenses must ensure that a tracking system is in place to control the copying and distribution of the proprietary software.

f. Application System Managers should introduce and enforce management guidelines to prevent the introduction of malicious software into the work place. (See Chapter XIII, "Malicious Software and Intrusions.") In general, only shrink-wrapped software or certified shareware should be used. Application System Managers must forbid the use of software downloaded from bulletin boards, unless the downloaded software has first been checked and approved.

4. Special Considerations for Sensitive Data

Very few application systems that run on stand-alone and multi-use microcomputers provide data security. Therefore, security controls are necessary to protect microcomputer application systems that process sensitive data.

Many commercially available PC software products provide microcomputer security. Application System Managers should consider purchasing one of these products to protect sensitive microcomputer systems and data.

If sensitive data are processed by a microcomputer based application system, the following administrative controls must be implemented by users and/or the Application System Manager to ensure adequate security of the data:

a. Application System Managers must ensure that sensitive data are not stored on hard disks, from which they can be easily copied. Options include removable hard disks, PCs without floppy drives, or PCs with disabled floppy drives. Alternatively, data stored on hard disks may be encrypted. DES is the only data encryption standard approved by the National Institute of Standards and Technology (NIST) for use by Federal agencies at this time.

b. Users must ensure that diskettes which contain sensitive data are only accessed by persons with a clear "need to know" and a security level clearance equal to or higher than the security level designation of the data. Users must also ensure that diskettes which contain sensitive data (i.e., data rated at Levels 4, 3, or 2) are labeled with the words: "This diskette contains SENSITIVE INFORMATION."

c. Users should not normally store both sensitive and non-sensitive data on the same diskette. If, however, a diskette does contain data files with different security level designations, the diskette as a whole assumes the security level designation of the data file with the highest designation.

d. Users must ensure that diskettes which contain sensitive data are stored in key or combination locked files, cabinets, or desks, as appropriate for the type of data they contain, when not in use.

e. Users must ensure that printer ribbons, as appropriate, are marked in accordance with the security requirements of the data they were used to produce. Printer ribbons used to produce sensitive data should be stored in a key or combination locked cabinet.

f. Users must not leave microcomputers unattended when processing sensitive data or when sensitive data or a critical application system is resident in memory.

g. Application System Managers must ensure that the hardware components of microcomputers that run application systems under their purview are physically located and positioned to preclude unauthorized persons from viewing their keystrokes, display, or output. Hardware components include keyboards, terminals, printers, and display screens.

h. Only personnel authorized by Application System Managers are allowed to access microcomputers that run their application systems.

i. Multi-user microcomputers should only be located in offices which can be secured by approved locks when unoccupied. One alternative is the installation of a Central Processing Unit (CPU) KEYLOCK feature on these microcomputers. Other alternatives are data encryption and/or the use of passwords.

j. Diskettes and other magnetic storage media that contain sensitive data must be sanitized when they are no longer needed to store the data. They may be reused after overwriting or degaussing, or they may be destroyed. Note that if the magnetic storage media contain classified information, then national security requirements for destroying information apply.

k. Hard disks that contain sensitive data must be sanitized before the microcomputers are labeled for excess or surplus, and before they are sent off-site for repair. Note that if the hard disks contain classified information, then national security requirements for destroying information apply.

D. References
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Exhibit XI-A: AIS Security Checklist for Microcomputers
Explanation: The following questions highlight the AIS security requirements for application systems which run on microcomputers. For each "NO" response, provide a written explanation on additional paper for the Application System Manager's files.

	REQUIREMENTS
	YES
	NO

	1. Do you maintain an accurate inventory, including the value of hardware and software?
	 
	 

	2. Are reports and diskettes properly stored in a secure location when not in use?
	 
	 

	3. Do you maintain and update a list of authorized users?
	 
	 

	4. Have the authorized users been trained in both the operation and use of the microcomputer, as well as in AIS security requirements?
	 
	 

	5. Are application system access passwords available only to authorized users?
	 
	 

	6. Are the passwords changed when authorized employees leave DHHS?
	 
	 

	7. When changes are introduced (e.g., new applications, personnel turnover, telecommunications), are risks re-examined?
	 
	 

	8. Are data files backed up periodically? If so, note how often.
	 
	 

	9. Are both user and software documentation kept current and safeguarded?
	 
	 

	10. Where authorized, is software backed up and the original stored in a safe place? 
	 
	 

	11. Do you re-examine security on a quarterly basis?
	 
	 


	12. Are security devices installed and procedures in place, which lessen the risk of theft or unauthorized access to the microcomputer?
	 
	 

	13. Are surge suppressors installed?
	 
	 

	14. Are contingency plans in place for microcomputers that run applications with security level designations of Level 4, 3, and 2? (Note that a single contingency plan may serve multiple stand-alone microcomputers.)
	 
	 

	15. Are sensitive data stored or processed on the microcomputer? (If the answer is "no", proceed to question 17.)
	 
	 

	16. Have personnel in sensitive computer-related personnel positions, which involve the use of microcomputers, undergone appropriate background investigations?
	 
	 

	17. Has password protection capability been implemented to protect the application system? To protect data?
	 
	 

	18. Are sensitive data protected from unauthorized viewing or use during transmission and storage?
	 
	 

	19. Are reports and diskettes labelled and controlled?
	 
	 

	20. Are unneeded sensitive reports shredded and unnecessary files written over?
	 
	 


NOTE: Individuals who conduct AIS security reviews may request specific documentation in support of your responses. In addition, the results of completing this checklist should be used to determine if sensitive information is processed and/or a Computer Systems Security Plan needs to be developed (or updated).

_________________________________________ ____________________

(Signature of Application System Manager)                 (Date)

 

________________________________________ ____________________
(Signature of Organization Information  
   Systems Security Officer)                                         (Date)                                                        

                                                                   

Chapter XII. Data Communications and Networks
A. Overview
This chapter presents Departmental policy for protecting sensitive data which are transmitted by electrical, electromagnetic, electromechanical, or electrooptical means. The policy applies to all DHHS organizations which use data communications equipment to transmit automated data and to contractors who provide any type of automated data communication service, software, or equipment. It applies to all Information Technology Utilities (ITUs), including Local Area Networks (LANs) and Wide Area Networks (WANs).

Data communications encompass the methods, mechanisms, and media involved in information transfer. Two methods of electronic computer communications exist: temporary connection of two computers via modems, and permanent or semipermanent linking of multiple workstations or computers on a network. The distinction between the two methods, however, is blurred because microcomputers equipped with modems are often used to connect to both privately owned and public-access network computers.

Modem-to-modem communications typically involve dial-in access via public telephone lines to a mainframe or a network. Networks, on the other hand, rely on dedicated phone lines and switching systems or, in the case of LANs, machine-to-machine cabling. Networks tend to use sophisticated transport mechanisms and error-catching procedures to route and store messages sent to and from authorized users.

B. Policy
Every DHHS organization must identify its sensitive electronic data and provide effective and appropriate protection for data to be transmitted electronically. The Information Systems Security Officer (ISSO) and telecommunications and/or data communications officials in the organization must:

1. Ensure that data communications controls and safeguards are operating in support of each application system and/or Automated Information System (AIS) which uses data communications.

2. Determine the appropriateness and adequacy of these controls and safeguards to the needs and data sensitivity of the application system or AIS.

3. Verify that the controls and safeguards actually function as specified.

4. Identify and implement changes to these controls and safeguards, as required by changing needs and technology.

The Computer Security Act of 1987 assigned the National Institute of Standards and Technology (NIST) the responsibility for developing computer security standards and guidelines for unclassified Federal systems, including data communications systems and networks. Applicable NIST publications, including Federal Information Processing Standards (FIPS) publications, are listed in Section E, "References."

C. Responsibilities
AIS Managers, AIS Facility Managers, and ITU Managers are responsible for safeguarding the data communications equipment and software under their control. If any of this equipment or software is under the control of more than one of these individuals, then the Agency head is to designate a single responsible individual. The individuals in control are responsible for:

1. Developing and maintaining a functional diagram or flow chart of the data communications network which:

a. Shows the front-end processor configuration;

b. Shows the methods of interconnection within the network, such as couplers and hard-wired and dial-up lines;

c. Indicates transmission speeds and software protocols.

2. Conducting a risk analysis and associated cost-benefit analysis to determine the type and relative importance of protection needed for the data communications network. (See Chapter V, "Risk Management," and DHHS Guide for Protecting Local Area Networks and Wide Area Networks, Chapter 3, "Risk Assessments.")

3. Determining the security level designation for the data communications network. (See Chapter II, "Security Level Designations" and Exhibit XII-A, "Matrix of Data Communications Vulnerability," for guidance in determining the appropriate security level designation for a data communications network.)

4. Establishing and implementing required and appropriate procedures, controls, and security safeguards for the data communications network. (See Chapter III, "Security Level Requirements," and Exhibit XII-B, "Sample Table of Mandatory/Optional Safeguards.")

5. Warning potential intruders that Federal systems are for the use of authorized users only. (See Chapter XIII, "Malicious Software and Intruders," Section G, "Sign-On Warning.")

6. Developing a Computer Systems Security Plan (CSSP) for any communications systems or networks that transmit sensitive data. (See Exhibit XII-C, "Sample LAN/WAN Security Plan Checklist.")

7. Developing and maintaining a contingency plan for use in the event of major disruptions to the communication of highly sensitive data or highly critical data communications capabilities. The contingency plan should include testing, evaluation, and modification to the extent feasible. (See Chapter VI, "Contingency Planning.")

8. Conducting periodic internal control reviews of the security of the data communication network. (See Chapter IV, "AISSP Administration at the OPDIV Level.")

D. New Technologies
New technologies raise issues that must be addressed by AIS Managers, AIS Facility Managers, and ITU Managers in developing policy and procedures:

1. Modems

Desk top computers equipped with modems may be installed in employee homes, and laptops with modems are easily portable. These microcomputers can be used to connect to both privately owned and public-access network computers. Data transmitted via public access telephone lines are vulnerable to interception. One solution is the use of a data-encrypting modem for transmitting sensitive data.

2. Local Area Networks and Wide Area Networks

LANs and WANs are now common throughout DHHS. The Guide for Protecting Local Area Networks and Wide Area Networks suggests a step-by-step approach for the provision of cost-effective security for LANs and WANs.

3. Laser Printers and Copiers

Information can be recovered from laser printers and copiers attached to networks. Hard copy containing sensitive information should be protected from public access.

4. Facsimile (Fax) Machines

As fax machines (and fax transmissions from microcomputers) are used more frequently to transmit important or sensitive information, the risks to confidentiality increase. Fax transmissions can be misrouted, bugged, or physically intercepted at the receiving site. Possible solutions include secure fax machines for confidential information, enciphering boxes, and smart cards.

5. Open Systems

The trend toward open systems increases the importance of access and authorization control. The Government Open Systems Interconnection Profile (GOSIP) is a mandatory standard for all Federal agencies. It must be invoked when acquiring computer network products, services, and communications systems. It will allow network systems to inter-operate across Agency and Departmental boundaries, using a consistent set of core open system interconnection networking protocols. GOSIP increases the importance of controlling access to data and systems.
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Exhibit XII-A: Matrix of Data Communications Vulnerability
Explanation: This matrix provides guidance for determining the appropriate security level designation for a data communications network.

	IF UNAUTHORIZED ACCESS OR DISRUPTION OF COMMUNICATIONS COULD...
	THEN THE SECURITY LEVEL DESIGNATION OF THE NETWORK
SHOULD BE...

	Cause embarrassment or harm to an individual person who is the subject
of information protected by the
Privacy Act
	Level 1-3
Low to High Sensitivity/Criticality
(depending on the degree of sensitivity
of the information)

	Cost the Government $_____
	Level 1-3
Low to High Sensitivity/Criticality
(depending on the dollar amount)

	Prevent the Government from carrying out some part of its mission
	Level 1-3
Low to High Sensitivity/Criticality
(depending on the affected aspects
of the mission)

	Cause harm to or provide unfair advantage to a private entity
	Level 3
High Sensitivity/Criticality

	Harm national security
	Level 4
High Sensitivity/Criticality
National Security


 

Exhibit XII-B: Sample Table of Mandatory/Optional Safeguards
Explanation: The following table provides a quick, but not exhaustive, summary of mandatory and optional safeguards for Level 2 networks. This list summarizes requirements cited in Exhibit III-A, "Matrix of Minimum Security Safeguards."

	Safeguards
	Mandatory
	Optional

	1. General Safeguards:
	 
	 

	Security officer
	X
	 

	Security training
	X
	 

	Personnel screening
	X
	 

	Risk analysis
	X
	 

	2. Technical Safeguards:
	 
	 

	Passwords/log-in
	X
	 

	Limit on log-in attempts
	X
	 

	Access rights lists/profiles
	X
	 

	Dial-back
	 
	X

	Message authentication
	 
	X

	Audit trail mechanisms
	X
	 

	Encryption
	 
	X

	3. Operational Safeguards:
	 
	 

	Backups
	X
	 

	Contingency plan
	X
	 

	Off-site storage
	 
	X

	Audit and variance detection
	X
	 

	Maintenance controls
	X
	 

	Physical/environmental controls
	X
	 

	Handling/storage controls
	X
	 

	Documentation
	X
	 

	Virus prevention measures
	X
	 


 

Exhibit XII-C: Sample LAN/WAN Security Plan Checklist
Explanation: This checklist is designed to help IRM management, ISSOs, and LAN officials review security plans for LANs and WANs. It is keyed to the major elements of the Computer Systems Security Plan format as presented in OMB Bulletin 90-08.

	Yes/No Questions
	Yes
	No
	N/A

	1.
	Have Computer Systems Security Plans (CSSPs) been implemented for LANS and WANs designated as Level 2 and Level 3 systems?
	 
	 
	 

	2.
	Does each CSSP contain the following information?
	 
	 
	 

	 
	a. Systems are adequately identified by name, category, operational status, description, and environment.
	 
	 
	 

	 
	b. Each CSSP identifies additional applications and systems covered.
	 
	 
	 

	 
	c. Information sensitivity is identified by type (confidentiality, integrity, and availability) and relative importance (low, medium, and high).
	 
	 
	 

	 
	d. The magnitude of potential harm or loss is identified.
	 
	 
	 

	3.
	Does each CSSP indicate whether control measures are in place, planned, or not applicable for:
	 
	 
	 

	 
	a. Assignment of security responsibility
	 
	 
	 

	 
	b. Risk analysis (within last five years)
	 
	 
	 

	 
	c. Personnel screening
	 
	 
	 

	 
	d. Acquisition specifications
	 
	 
	 

	 
	e. Security and awareness training
	 
	 
	 

	 
	f. Operational controls:
	 
	 
	 

	 
	(1) Physical and environmental protection
	 
	 
	 

	 
	(2) Production and input/output controls
	 
	 
	 

	 
	(3) Emergency, backup, and contingency planning
	 
	 
	 

	 
	(4) Audit and variance detection
	 
	 
	 

	 
	(5) Hardware and system software maintenance controls
	 
	 
	 

	 
	(6) Documentation
	 
	 
	 

	 
	g. Technical controls:
	 
	 
	 

	 
	(1) User identification and authentication
	 
	 
	 

	 
	(2) Authorization/access controls
	 
	 
	 

	 
	(3) Integrity controls
	 
	 
	 

	 
	(4) Audit trail mechanisms
	 
	 
	 

	 
	(5) Confidentiality controls
	 
	 
	 


 

Chapter XIII: Malicious Software and Intrusions
A. Overview
Computer systems and communication networks are subject to a variety of threats, many of which have emerged during the past decade with the enormous growth in the use of microcomputers and Local Area Networks (LANs). These threats fall into two categories: malicious software and intrusions.

Malicious software is the collective name for a class of programs intended to disrupt or harm systems and networks. The most widely known example of malicious software is the computer virus.

Intrusions are penetrations of computer systems and networks by hackers. Hackers may be legitimate users who overstep the bounds of authorized access or outsiders who break into systems for which they have no authorization.

B. Responsibilities
1. Heads of Operating Divisions (OPDIVs)

OPDIV heads are responsible for ensuring that appropriate safeguards are implemented to minimize the risk to DHHS systems, Automated Information System (AIS) facilities, and Information Technology Utilities (ITUs) from malicious software and intrusions.

2. Information Systems Security Officer (ISSO)

The ISSO in each DHHS organization is responsible for assisting AIS Facility Managers and ITU Managers in selecting and implementing safeguards that minimize the risk to DHHS systems, AIS facilities, and ITUs from malicious software and intrusions.

3. AIS Facility Managers and ITU Managers

AIS Facility/ITU Managers are responsible for selecting, implementing, and maintaining safeguards that minimize the risk to AIS facilities and ITUs from malicious software and intrusions.

4. AIS Managers

AIS Managers are responsible for:

a. Ensuring that backup copies of application software and data critical to the performance of their organizations are maintained, safeguarded, and ready for use.

b. Ensuring that all users of their AISs are trained in the use of safeguards (e.g., safeguard features offered by AIS facilities, security control systems) and that they use these safeguards to protect the AISs.

5. Users

Users are responsible for conforming to security policies and procedures that minimize the risk to DHHS systems, AIS facilities, and ITUs from malicious software and intrusions.

C. Malicious Software
A Trojan horse is "a destructive program disguised as a game, a utility, or an application. When run, a Trojan horse does something devious to the computer system while appearing to do something useful."

A virus is "a program that `infects' computer files (usually other executable programs) by inserting in those files copies of itself. This is usually done in such a manner that the copies will be executed when the file is loaded into memory, allowing them to infect still other files, and so on. Viruses often have damaging side effects, sometimes intentionally, sometimes not."

A worm is "a program that propagates itself across computers, usually by spawning copies of itself in each computer's memory. A worm might duplicate itself in one computer so often that it causes the computer to crash. Sometimes written in separate `segments', a worm is introduced surreptitiously into a host system either for `fun' or with intent to damage or destroy information."

D. Intrusions
A hacker is a person "who secretively invades others' computers, inspecting or tampering with the programs or data stored on them." Hackers use a variety of techniques to gain unauthorized access, including:

· Password cracking, in which the hacker tries easily guessed passwords, or uses a dictionary as a source of guesses for an automated attack.

· Exploiting known security weaknesses, in which the hacker takes advantage of vulnerabilities such as a configuration error that grants file access to all users, or makes use of "trapdoor" passwords originally inserted by system developers for system maintenance.

· Network spoofing, in which the hacker's system impersonates another system when attempting to log on to a network.

E. Safeguards
Exhibits XIII-A through XIII-D show four categories of safeguards against the threats posed by malicious software and intrusions. The categories include technical controls, software management, contingency planning, and system monitoring. Each of these tables contains examples of safeguards that can be used for computers of all sizes.

F. User Education
Exhibit XIII-E shows subjects that can be addressed in educating users about malicious software and intrusions. Users must understand what is expected of them and what activities are violations of policy, such as loading unapproved software on their microcomputers or using systems and data for which they are not authorized. They must be instructed in how to use the system safeguards that protect systems and data. Adequate user education can go a long way toward preventing the effects of malicious software and hackers.

G. Sign-On Warning
In conjunction with a review of the legal propriety of keystroke monitoring, the Department of Justice (DoJ) has advised the National Institute of Standards and Technology (NIST) that government agencies should warn system users that, by using a system, they are expressly consenting to keystroke monitoring. Provision of written notice in advance to only authorized users is not sufficient. Since it is important that unauthorized intruders be given notice, some form of banner notice at the time of signing on to the system is required.

An agency's banner should give clear and unequivocal notice to intruders that by signing on to the system they are expressly consenting to such monitoring. The banner should also indicate to authorized users that they may be monitored during an effort to monitor an intruder (e.g., if a hacker is downloading a user's file, keystroke monitoring will intercept both the hacker's download command and the authorized user's file). In addition, system administrators may monitor authorized users in the course of routine system maintenance.

DoJ and NIST have provided the following example of an appropriate banner. It is the only official guidance available at the time of publication of this Handbook regarding sign-on warnings.

This system is for the use of authorized users only. Individuals using this computer system without authority, or in excess of their authority, are subject to having all of their activities on this system monitored and recorded by system personnel. In the course of monitoring individuals improperly using this system, or in the course of system maintenance, the activities of authorized users may also be monitored. Anyone using this system expressly consents to such monitoring and is advised that if such monitoring reveals possible evidence of criminal activity, system personnel may provide the evidence of such monitoring to law enforcement officials.

No specific language is required at this time, and Agencies are encouraged to tailor the banner to their precise needs. For example, the banner might contain a statement concerning the need to protect private data from unauthorized disclosure (e.g., "The Privacy Act of 1974 states that all private data must be protected from unauthorized disclosure. Anyone reading this data is responsible for the privacy of data displayed on a CRT or printed in a report."). An agency may also want to consider mentioning the legal penalties to an individual who signs on to a Federal system without authorization.
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Exhibit XIII-A: Technical Controls
	Password Management
	Require effective passwords for all log-ons.

	 
	Eliminate easily guessed passwords, including all proper names and dictionary words.

	 
	Make password files inaccessible.

	 
	Schedule regular password changes.

	 
	Accept only a limited number of password attempts before disabling an account.

	File Access Management
	Set default access for all files to owner-only.

	 
	Provide access only to programs and users who require access.

	 
	Provide only read access unless write access is required.

	 
	Review access permissions periodically.

	Microcomputer Accessibility
	Reduce microcomputer accessibility by: 

· Removing floppy disk drives or using diskless computers. 

· Using commercial software to provide password protection. 

· Using add-on hardware for user authentication. 



Exhibit XIII-B: Software Management
	System Software
	Stay abreast of known operating system vulnerabilities and specific fixes.

	 
	Use current versions of all operating systems.

	 
	Prevent user access to system software and data.

	 
	Identify and eliminate or change any "trap door" passwords inserted by system developers.

	User Software
	Prohibit users from installing software directly.

	 
	Develop a mechanism, such as virus scanning, for validating software (particularly public domain software) before installation.

	 
	Only install software (e.g., compiler or debugger) that is clearly needed on user machines.

	 
	Prohibit users from adding software to LAN software repositories.

	 
	Maintain a database of all installed user software for quick location of suspect software.



Exhibit XIII-C: Contingency Planning
	Backups
	Write-protect application software diskettes.

	 
	Back up and safe-store application software.

	 
	Restore software only from its original medium, rather than from backup tapes/disks.

	 
	Follow a regular schedule for data backup.

	Incident Response
	Develop a Computer Security Incident Response Capability (CSIRC). (See Chapter VI, "Contingency Planning.")



Exhibit XIII-D: System Monitoring
	Tools
	Use virus scanners for routine checks of all microcomputer and LAN software.

	 
	Use system audit tools to monitor accesses to accounts and files.

	 
	Use system sweep programs to checksum files and report differences.

	Procedures
	Review monitor tool logs regularly.

	 
	Investigate all suspicious activities.

	 
	Enforce sanctions against users who consistently violate security policies.



Exhibit XIII-E: Necessary User Education
	Malicious Software and Intrusions
	Methods of operation and transfer of malicious software; nature of intrusions

	 
	Vulnerabilities exploited by malicious software and hackers

	 
	Security and productivity consequences

	Safeguards
	Security policies and procedures

	 
	Recognition of abnormal system activity

	 
	Role of CSIRC


 

Chapter XIV. Acquisitions and Contracts
A. Overview
In accordance with the requirements of the Departmental Automated Information Systems Security Program (AISSP), every Request for Proposals (RFP) that involves the development of an Automated Information System (AIS), or the use of Departmental AIS resources, must include appropriate security requirements. Security requirements must be considered in all phases of the procurement cycle: planning, solicitation, source selection and award, and contract administration.

Contractors who perform direct AIS services for DHHS, including time-sharing service contractors, must meet these requirements. The requirements also apply to contractors who participate in the design, development, operation, or maintenance of AIS telecommunications systems for DHHS. All contractors are required to safeguard the Department's application systems, software packages, personal data, sensitive data, trade secrets, and other Departmental AIS assets against destruction, loss, or misuse.

This chapter describes the AISSP policy for establishing the security requirements for solicitations and contracts. All Departmental contract-awarding officials must adhere to the policy guidelines presented in this chapter, whether the services are procured by DHHS or the General Services Administration (GSA).

B. Exclusion of Grants and Cooperative Agreements
Grants and cooperative agreements are excluded from the policy described in this chapter. However, where appropriate, awarding officials should encourage grantees and participants in cooperative agreements to implement adequate AIS security safeguards.

Code of Federal Regulations (CFR) 45, Part 74 establishes uniform administrative requirements, as well as cost principles, for DHHS grants and cooperative agreements, requiring the recipients of Federal funds to provide effective control and accountability for all assets received from the Department.

C. Security Standards
All contractors who are involved in developing AISs for use by DHHS, or in providing any other type of service for the Department in which Federal Information Processing (FIP) resources are used, must agree to comply with the requirements of the Departmental AISSP.

Federal Information Resources Management Regulation (FIRMR) Subpart 201-21.3, "Security and Privacy," prescribes policies and procedures regarding security of FIP resources, including privacy safeguards for those FIP resources that process information about individuals. It requires that a proper level of security be maintained for all FIP resources, including those maintained or provided by contractors.

D. Roles and Responsibilities
1. Project Officer

Whenever a contract involves the development of an AIS or the use of AIS resources, the awarding DHHS organization must designate a Project Officer to oversee the award and the performance of the contract. The Project Officer may be an Application System Manager, AIS Manager, AIS Facility Manager, or Information Technology Utility (ITU) Manager. The Project Officer is responsible for:

a. Conducting a preliminary security sensitivity assessment as part of the needs determination and conducting an analysis of security requirements as part of the

requirements analysis (or ensuring that these analyses are conducted) and including copies of the analyses in the program office official files.

b. Specifying the security requirements for inclusion in the Statement of Work (SOW).

c. Certifying that the SOW complies with the requirements of the Departmental AISSP (see Exhibit XIV-A, "Solicitation Certification") and obtaining the signature of the Information Systems Security Officer (ISSO) on the certification statement.

d. Developing an evaluation plan to be used to assess whether the proposal meets the minimum security requirements and whether the offeror can comply with security provisions of the prospective contract.

e. Conducting a technical review, in accordance with the evaluation plan, of proposals received in response to the RFP, and determining which proposals meet the security requirements specified in the SOW and which proposals demonstrate the ability to comply with the security provisions of the prospective contract.

f. Certifying that successful proposals comply with the requirements of the Departmental AISSP (see Exhibit XIV-B, "Pre-Award Certification") and obtaining the signature of the ISSO on the certification statements.

g. Conducting an on-site inspection and/or testing of the offeror's computer security safeguards, if specified in the SOW and the evaluation plan.

h. Monitoring, on an ongoing basis, contractor adherence to security provisions.

2. Application System Managers, AIS Managers, AIS Facility Managers, and ITU Managers

Application System Managers, AIS Managers, AIS Facility Managers, and ITU Managers work with the Project Officer, Contracting Officers, and ISSO to ensure that RFPs pertaining to their application systems/AISs/AIS facilities/ITUs comply with the Departmental AISSP. These managers, as appropriate, also participate in the technical review of proposals received in response to RFPs.

3. ISSO

The ISSO is responsible for:

a. Providing assistance to Project Officers and to Application System Managers/ AIS Managers/AIS Facility Managers/ITU Managers in carrying out their roles and responsibilities.

b. Reviewing and signing Agency Procurement Requests, as well as the Solicitation Certifications and Pre-Award Certifications, included as Exhibits XIV-A and XIV-B, respectively. For example, the ISSO confirms, by signing the Pre-Award Certification, that the successful proposals received in response to an RFP and certified by the Project Officer comply with the requirements of the Departmental AISSP.

4. Contracting Officers

Contracting Officers are responsible for taking the following actions on procurements that involve the development of an AIS or the use of FIP resources:

a. Ensuring that the Pre-Award Certification statements of AIS security requirements for successful proposals are signed by both the Project Officer and the ISSO and are submitted with the proposals (see Exhibit XIV-B, "Pre-Award Certification"). The Contracting Officer is prohibited from initiating action on a proposal until a properly executed certification statement is received.

b. Including a statement in the RFP requiring offerors to present a detailed outline of their proposed AIS security program in their proposals.

c. Including a statement in the RFP that offerors are required to comply with the SOW and with the requirements of the Departmental AISSP (see Exhibit XIV-C, "Security Policy Statement for Inclusion in Automated Information Systems Contracts"). The statement should read substantially as follows: 

The Contractor agrees to comply with the AIS security requirements set forth in the statement of work and applicable portions of the DHHS AISSP Handbook. The Contractor further agrees to include this provision in any subcontract awarded pursuant to the prime contract.

d. Including a statement in the RFP requiring winning contractors to pay the costs of required security background investigations.

e. Furnishing copies of this Handbook when requested by offerors who respond to the RFP.

f. Forwarding to the ISSO any forms that the winning contractor must submit to verify or obtain personnel security background investigations for the contractor's staff. If the winning contractor's personnel have not undergone required background investigations, the awarding organization is responsible for assisting the contractor in obtaining the investigations. When it is necessary to begin contract work without the appropriate investigations, contractor personnel may begin parts of the work that are not sensitive. They must be closely monitored until investigations have been completed; if approval cannot be obtained, contractor personnel must be replaced. If a waiver is necessary, contact the Agency Personnel Security Representative.

g. Ensuring that the technical evaluation reports on successful proposals developed by the Project Officer either detail any AIS security deficiencies or confirm contractor compliance with requirements.

E. Planning for an Acquisition or Contract
OMB Circular A-130, Appendix III, requires that Agencies define and approve security requirements and specifications prior to acquiring or starting formal development of applications.

FIRMR Subpart 201-20.1, "Requirements Analysis," states that Federal agencies are to consider information security requirements when determining their information needs. Further, FIRMR Subpart 201-20.1 directs Federal agencies, in the development of security requirements, to:

· Identify security and privacy requirements in the requirements analysis;

· Identify security requirements necessary to protect classified and sensitive information by listing the potential threats and hazards and describing the measures needed to provide protection; and

· Identify physical and environmental security safeguards.

The security requirements should be determined using this Handbook and should be based on the technical requirements of the contract. The security requirements should substantiate an overall security level designation that is commensurate with the value, sensitivity, or criticality of the FIP resources or services to be provided by a contractor. (See Chapter II, "Security Level Designations.")

Useful guidance for incorporating computer security into the FIP resources procurement cycle, starting with initial planning for the acquisition, is presented in NIST Special Publication 800-4, Computer Security Considerations in Federal Procurements: A Guide for Procurement Initiators, Contracting Officers, and Computer Security Officials. Key elements of this guidance to be addressed during the acquisition planning stage include:

1. Conducting a preliminary sensitivity assessment as part of the determination of needs. The preliminary sensitivity assessment defines the basic computer security needs of the planned system, expressed in terms of integrity, availability, and confidentiality. The preliminary sensitivity assessment is a high level analysis that provides a framework for further analysis.

2. Conducting an analysis of security needs as part of the requirements analysis, including:

a. A specific analysis of integrity, availability, and confidentiality, including an analysis of applicable laws and regulations, and functional and other security requirements. If necessary, the preliminary sensitivity assessment should be updated based on the results of the requirements analysis.

b. An analysis of the level of assurance required, or the degree to which it is known that the security features and procedures being acquired will operate correctly and will prove to be effective in the intended operating environment.

c. A planning phase risk analysis, as required by OMB Circular A-130, Appendix III. The planning phase risk analysis incorporates input from the analysis of integrity, availability, and confidentiality; the analysis of the level of assurance required; and the sensitivity assessment. A determination of what types of controls will be cost effective is made as part of the planning phase risk analysis.

F. Solicitation of FIP Resources
1. Statement of Work

OMB Circular A-130, Appendix III, states that:

Agencies shall assure that appropriate technical, administrative, physical, and personnel security requirements are included in specifications for the acquisition or operation of information technology installations, equipment, software, and related services, whether procured by the agency or by GSA [General Services Administration]. These security requirements shall be reviewed and approved by the management official responsible for security at the installation making the acquisition.

The SOW must include appropriate AIS security requirements. The AIS security requirements must be sufficiently detailed to enable offerors to understand what is required. A general statement that the offeror must agree to comply with applicable requirements is not acceptable. The security requirements should be determined by using this Handbook and should be based on the requirements analysis.

Consult the following chapters of this Handbook in determining the AIS security requirements:

Chapter III Security Level Requirements
Chapter VII Personnel Security/Suitability and Training
Chapter VIII AIS Facilities
Chapter IX Application Systems and Data Security
Chapter X Integrating Computer Security into the System Life Cycle
Chapter XI Microcomputers
Chapter XII Data Communications and Networks

FIRMR, Subpart 201-39.1001-1, "Security Specifications," requires that the specifications for the security of FIP resources acquired by contracting include, as appropriate:

a. Agency rules of conduct that a contractor shall be required to follow.

b. A list of the anticipated threats and hazards that the contractor must guard against.

c. A description of the safeguards that the contractor must specifically provide.

d. The security standards applicable to the contract.

e. A description of the test methods, procedures, criteria, and inspection system necessary to verify and monitor the operation of the safeguards during contract performance and to discover and counter any new threats or hazards.

f. A description of the procedures for periodically assessing the security risks involved.

g. A description of the personnel security requirements.

h. Consistent with the guidelines for Federal computer security training issued by the National Institute of Standards and Technology (NIST) and regulations issued by the Office of Personnel Management (OPM), a description of the security training that the contractor is required to provide to its employees.

i. Consistent with the guidelines issued by the Office of Management and Budget (OMB) in the OMB Bulletins on security, a description of the plan the contractor must develop or follow to provide for the security and privacy of FIP resources the contractor is required to operate.

In addition to appropriate specifications required by the FIRMR, specific items to be included in the SOW include:

a. An explicit statement of the security level designation.

b. A list of the minimum security and safeguard requirements commensurate with the security level designation.

c. The following special provisions to address contractor employees associated with the project:

(1) "Persons without required background investigations cannot perform any critical/sensitive contract work until their investigations are completed or initiated."

(2) "Persons without necessary background investigations will not have access to sensitive project data."

(3) "Persons without necessary security clearances will not have access to classified national security information."

(4) "All contractor personnel designated as Levels 5C and 6C, or others as deemed necessary, who are directly performing the work of the contract, particularly those who work in DHHS facilities or who have access to DHHS equipment or sensitive data, must be named in the contract and must be subject to a key personnel clause."

(5) "Violation of any of these conditions may lead to termination of the contract."

d. A request that offerors include a copy of their standard security policy and practices in their proposals to address the following:

(1) A description of the facilities they will be using during the project and the security features of these facilities.

(2) The procedures for handling or accessing Government data and other AIS resources during the performance of the contract.

(3) The physical storage procedures to be used to protect Government data and other FIP resources during performance of the contract.

(4) Any required limitations on employees concerning the reproduction, transmission, or disclosure of data and project information. (See Exhibit XIV-D, "Commitment to Protect Privileged Information Contractor Agreement").

(5) Any required time-sharing procedures employees must follow during performance of the contract, if applicable.

(6) Procedures for the destruction of source documents, storage media, and other related waste material.

e. A request that the offeror acknowledge understanding of the security requirements detailed in the SOW.

f. A request that the offeror acknowledge understanding of the requirement that the Project Officer approve the use by the contractor of any subcontractors, vendors, or suppliers prior to their use.

g. A request that the offeror provide a copy of the offeror's organizational chart which shows the proposed personnel descriptions, so the Project Official can determine position sensitivity designations.

h. A request that the offeror provide a brief description of the responsibilities of each position on the offeror's organizational chart, so that the personnel security designations can be evaluated.

Note that if a contract employee will need access to classified national security information, the DHHS Office of the Assistant Secretary for Personnel Administration (ASPER), Personnel Security and Drug Testing Program Division (SDD) must be notified immediately for special procedures to be followed.

Applicable Federally mandated AIS security standards must be included in the SOW. The following publications contain lists of Federally mandated AIS security and other standards:

NIST Publication List 58, Federal Information Processing Standards Publication (FIPS PUBS) Index

NIST Publication List 88, Computer Systems Publications

NIST Publications List 91, Computer Security Publications

GSA Handbook, Federal ADP and Telecommunications Standards Index

NISTIR 4749, Sample Statement of Work for Federal Computer Security Services: For Use In-House or Contracting Out, provides useful examples of wording that may be incorporated into SOWs for computer security activities.

2. Evaluation Plan

The evaluation plan will be used to determine whether the offeror's assurances of AIS security-related claims are true and whether the offeror can provide the proposed services. The evaluation plan should be developed in concert with the SOW. It will be used to help develop sections of the SOW that give the offeror instructions for providing assurance of AIS security. If an on-site inspection and/or testing of computer security assurances is to be part of the evaluation, then the inspection or testing required must be specified in the SOW.

NIST Special Publication 800-4, Appendix B, "Assurance," provides guidance on preparing an evaluation plan.

G. Source Selection and Award
The procedure for evaluating proposals received in response to the RFP and for awarding the contract for services is as follows:

1. The Contracting Officer forwards the computer security components of each proposal to the Project Officer and/or the ISSO for review and evaluation.

2. The Project Officer and the ISSO determine that all of the security requirements listed in the SOW for the contract are addressed in the proposal.

3. The Project Officer, following the evaluation plan, conducts a technical review of the proposal with other evaluation team members to determine the adequacy and capability of the contractor to meet the security requirements listed in the SOW for the contract.

4. The Project Officer develops a technical evaluation report on the proposal.

5. The Project Officer and the ISSO certify that the proposal complies with the security requirements specified in the SOW and the requirements of the Department AISSP (See Exhibit XIV-B, "Pre-Award Certification"), and attach the technical evaluation report to the certification.

6. If required in the evaluation plan and specified in the SOW, the Project Officer and/or the ISSO conduct an on-site inspection of the offeror's facilities to ensure that facility safeguards are commensurate with the sensitivity of data and the value of the assets to be protected during performance of the contract. The Project Officer provides written confirmation of findings from the inspection to the Contracting Officer.

7. If required in the evaluation plan and specified in the SOW, the Project Officer and/or the ISSO conduct testing of the offeror's computer security assurances to ensure that the required level of assurance is commensurate with the sensitivity of data and the value of the assets to be protected during performance of the contract. The Project Officer provides written confirmation to the Contracting Officer that required security safeguards meet the testing criteria.

8. When the Contracting Officer has received written confirmation that the required security safeguards are in place and that any required testing was satisfactory, the Contracting Officer may award the contract. The Contracting Officer should include a policy statement similar to Exhibit XIV-C, "Security Policy Statement for Inclusion in Automated Information Systems Contracts," in the contract.

H. Contract Administration
After the contract has been awarded, the Project Officer, ISSO, and Application System Managers/AIS Managers/AIS Facility Managers/ITU Managers, in coordination with the assigned Contracting Officer, must conduct periodic reviews of the project to ensure that security is maintained at the appropriate level and there is continued compliance with the Departmental AISSP. All instances of noncompliance must be reported to the Contracting Officer, or designated representative, for necessary action.

I. Incumbent Contracts
Contracting Officers and Project Officers must negotiate reasonable time frames for incumbent contractors to comply with the policy presented in this chapter. As a first step, incumbent contractors should be required to comply with applicable personnel security requirements. All personnel who directly perform contract work that requires completion of a favorable background investigation must obtain appropriate security certification from SDD.

Upon receipt, Contracting Officers should forward contractor security forms for scheduling investigations of both incumbent personnel and proposed personnel, through their agency's Personnel Security Representative, to:

Director
Personnel Security and Drug Testing Program Division
DHHS 523-B, HHH Building
200 Independence Avenue, S.W.
Washington, DC 20201

J. References

Law and Regulation
45 Code of Federal Regulations, Part 74.
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OMB Circular A-130, "Management of Federal Information Resources, Appendix III, Security of Federal Automated Information Systems," December 12, 1985.

GSA

FIRMR Subpart 201-20.1, "Requirements Analysis."

FIRMR Subpart 201-21.3, "Security and Privacy."

FIRMR Subpart 201-39.1001-1, "Security Specifications."

GSA Handbook, "Federal ADP and Telecommunications Standards Index."

NIST

NIST Publication List 58, Federal Information Processing Standards Publication (FIPS PUBS) Index.

NIST Publication List 88, Computer Systems Publications.
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NISTIR 4749, Sample Statements of Work for Federal Computer Security Services: For Use In-House or Contracting Out, December 1991.

SPEC PUB 800-4, Computer Security Considerations in Federal Procurements: A Guide for Procurement Initiators, Contracting Officers, and Computer Security Officials, March 1992.

 

Exhibit XIV-A: Solicitation Certification
Introduction: This sample form is for the Project Officer to use in certifying that the Statement of Work in a Request for Proposals complies with the security requirements of the Departmental Automated Information Systems Security Program (AISSP).

To: (Identify the Contracting Officer)

Subject: Certification of Adequacy of Automated Information System (AIS) Security Requirements for (Identify Acquisition)

I certify that the referenced Request for Proposals for the acquisition of (briefly describe goods or services to be acquired) specifies appropriate security requirements necessary to adequately protect the Government's interests in compliance with all Federal, DHHS, and Operating Division/Agency AIS security requirements as prescribed by OMB Circular A-130, Appendix III, "Security of Federal Automated Information Systems," and the DHHS Automated Information Systems Security Program (AISSP) Handbook. The security requirements are set forth in such a manner that all prospective contractors can readily understand what is required.

_________________________________
Project Officer Signature

_________________________________
Title

_________________________________
Organization Information Systems
Security Officer Signature

 

Exhibit XIV-B: Pre-Award Certification
 

Introduction: This sample form is for the Project Officer to use in certifying that a proposal received in response to a Request for Proposals complies with the security requirements of the Departmental Automated Information Systems Security Program (AISSP).

To: (Identify the Contracting Officer)

Reference: (Identify the acquisition action and/or contracting effort)

I certify that the proposal from (identify the offeror), dated (indicate the date of the proposal), specifies appropriate security requirements necessary to comply with Office of Management and Budget (OMB) Circular A-130, Appendix III, "Security of Federal Automated Information Systems," and the DHHS AISSP Handbook.
_________________________________
Project Officer Signature

________________________________
Title

_________________________________
Organization Information Systems
Security Officer Signature
 

Exhibit XIV-C: Security Policy Statement for
Inclusion in Automated Information Systems Contracts
Introduction: This sample statement is for the Contracting Officer to include in all contracts that involve the development of an Automated Information System or the use of Federal Information Processing (FIP) resources.

By accepting this contract, the contractor providing application systems or Federal Information Processing resources to any component of the Department of Health and Human Services (DHHS) agrees to comply with the applicable Automated Information Systems (AIS) security policy as outlined in the Statement of Work. The contractor shall include this requirement in any subcontract awarded under the prime contract. Failure to comply with said requirements shall constitute cause for termination.

A written agreement between (indicate the DHHS component) and any contractor shall be entered into before data and information otherwise exempt from public disclosure may be disclosed to the contractor. (Disclosure statement attached.) The contractor shall agree to establish and follow security precautions considered by (indicate the DHHS component) to be necessary to ensure proper and confidential handling of data and information. This information is more specifically addressed in the DHHS Automated Information Systems Security Program (AISSP) Handbook.
Contractor employees in AIS-related positions must comply with the DHHS criteria for assigning position sensitivity designations. These designations will be determined by the (indicate the DHHS component) Information Systems Security Officer and the (indicate the DHHS component) Project Officer.

Contractor employees assigned to a Level 6C (High Risk) position are subject to a Background Investigation (BI). Contractor employees assigned to a Level 5C (Moderate Risk) position, with no previous investigation and approval, must undergo a National Agency Check and Inquiry Investigation plus a Credit Check (NACIC), or possibly a Limited Background Investigation (LBI). Contractor employees assigned to a Level 1C position (Low Risk or Nonsensitive) must be subject to a National Agency Check and Inquiry Investigation (NACI).

If contractor employees will have access to classified national security information, more intensive investigations will be required. Contractor employees assigned to a Level 3C (Top Secret) or Level 4C (Top Secret, requiring special security considerations) position must be subject to a Single Scope Background Investigation (SBI). Contractor employees assigned to a Level 2C (Secret or Confidential) position must undergo an LBI.

Table 1 summarizes investigation requirements by position risk level.

Table 1: Required Investigation by Position Risk Level
	LEVEL
	DESCRIPTION
	REQUIRED INVESTIGATION

	6C
	High Risk Public Trust
	BI

	5C
	Moderate Risk Public Trust
	NACIC (or LBI)

	3C/4C
	Top Secret Access
	SBI

	2C
	Secret/Confidential Access
	LBI

	1C
	Low Risk/Nonsensitive
	NACI


Contractor employees who have previously met investigative requirements within the past five years may only need to be subject to an updated or upgraded investigation.

Prior to contract award, verification of previous investigations; e.g., copies of certificates of investigation or security clearances must be submitted to:

Director
Personnel Security and Drug Testing Program Division
DHHS 523-B, HHH Building
200 Independence Avenue, S.W.
Washington, DC 20201


Exhibit XIV-D: Commitment to Protect Privileged Information
Contractor Agreement
Introduction: This sample is for the Contracting Officer to include in the Statement of Work of a Request for Proposals that involves the development of an Automated Information System or the use of Federal Information Processing (FIP) resources. The statement is to be completed by all contractor employees who may be involved in the performance of contract work.

Access to privileged information from the files of the (indicate the DHHS component) is required in the performance of my official duties, under contract number (indicate the contract number) between (indicate the DHHS component) and my employer, (indicate your company name). I, (indicate your name), on this (    ) day of 19( ), hereby agree that I shall not release, publish, or disclose such information to unauthorized personnel, and I shall protect such information in accordance with the provisions of 18 U.S.C. 641, 18 U.S.C. 1905, Public Law 96-511, and other pertinent laws and regulations governing the confidentiality of privileged information.

I understand the provisions of 18 U.S.C. 641, 18 U.S.C. 2071, and Public Law 96-511 and that I am subject to criminal penalties prescribed by law for any violations thereof.

Signed: ___________________________

Date: _____________________________

Witnessed by: _____________________

Date: _____________________________

Copies are retained by:
(Indicate the DHHS component)
(Indicate your company name)
(Indicate your name)

 

EXHIBIT I-A: Automated Information Systems Security Program
	Minimum Security Requirements
	Act
1987*
	A-130
	A-123
A-127
	FPM
	FIRMR
	PA/
FOIA
	NIST
Pubs

	Program Responsibilities 

Implement and maintain AISSP; assign responsibilities.
	 
	  

X
	 
	 
	  

X
	  

X
	 

	Security Plans 

Identify sensitive systems; implement security plans.
	  

X
	 
	 
	 
	  

X
	 
	 

	Applications Security 

Certify applications systems; recertify every 3 years.
Develop and maintain contingency plans.
	 
	  

X
X
	  

X
	 
	  

X
X
	 
	  

73, 102
87

	Installation Security 

Conduct risk analysis every 5 years.
Prepare acquisition specifications.
Maintain disaster recovery plans.
	 
	  

X
X
X
	  

X
	 
	  

X
X
	 
	  

31, 65
87

	Personnel Security 

Designate sensitive positions and screen incumbents.
	 
	  

X
	 
	  

X
	  

X
	 
	 

	Security Awareness and Training 

Train Federal and contractor personnel.
	  

X
	  

X
	 
	 
	 
	 
	  

500-172

	Reporting 

Report security weaknesses in A-123 Report to President.
	 
	  

X
	  

X
	 
	 
	 
	 


· The Computer Security Act of 1987 is implemented through OMB Bulletins (currently OMB Bulletin No. 90-08) and other regulatory material. 

 

Exhibit III-A: Matrix of Minimum Security Safeguards
Explanation: This matrix is used to identify a minimum set of safeguards, by security level, which should be implemented to protect AISs, AIS facilities, and/or ITUs.

Justification for non-implementation of these safeguards should be based on the results of a formal risk analysis (and cost-benefit) study.

Directions: Scan the Xs and Os beneath each security level designation. An X means that the security safeguard listed to the left is a requirement. An O means that the security safeguard is optional.

	Matrix of Minimum Security Safeguards

	 
	Security Level

	 
	Level 4

High Sensitivity/ Criticality,
Nat'l Security
	Level 3

High Sensitivity/ Criticality
	Level 2

Moderate Sensitivity/ Criticality
	Level 1

Low Sensitivity/ Criticality

	1. Ensure that a complete and current set of documentation exists for all operating systems.
	X
	X
	X
	X

	2. Require use of current passwords and log-on codes to protect sensitive AIS data from unauthorized access.
	X
	X
	X
	0

	3. Establish procedures to register and protect secrecy of passwords and log-on codes, including the use of a nonprint, nondisplay feature.
	X
	X
	X
	0

	4. Limit the number of unsuccessful attempts to access an AIS or a database.
	X
	X
	X
	0

	5. Develop means whereby the user's authorization can be determined. (This may include answerback capability.)
	X
	X
	X
	0

	6. Establish an automated audit trail capability to record user activity.
	X
	X
	X
	0

	7. Implement methods, which may include the establishment of encryption, to secure data being transferred between two points.
	X
	X
	0
	0

	8. Ensure that the operating system contains controls to prevent unauthorized access to the executive or control software system.
	X
	X
	X
	0

	9. Ensure that the operating system contains controls that separate user and master modes of operations.
	X
	X
	X
	0

	10. Record occurrences of nonroutine user or operator activity (such as unauthorized access attempts and operator overrides) and report to the organizational ISSO.
	X
	X
	0
	0

	11. Ensure that the operating system provides methods to protect operational status and subsequent restart integrity during and after shutdown.
	X
	X
	0
	0

	12. Install software feature(s) that will automatically lock out the terminal if it is not used for a predetermined period of lapsed inactive time, for a specified time after normal closing time, or if a password is not entered correctly after a specified number of times.
	  

X
	  

X
	  

X
	  

0

	13. Ensure that the operating system contains controls to secure the transfer of data between all configuration devices.
	X
	0
	0
	0

	14. Establish controls over the handling of sensitive data, including labeling materials and controlling the availability and flow of data.
	X
	X
	X
	0

	15. Require that all sensitive material be stored in a secure location when not in use.
	X
	X
	X
	0

	16. Dispose of unneeded sensitive hard copy documents and erase sensitive data from storage media in a manner which will prevent unauthorized use.
	X
	X
	X
	0

	17. Prepare and maintain lists of persons authorized to access facilities and AISs processing sensitive data.
	X
	X
	X
	0

	18. Establish procedures for controlling access to facilities and AISs processing sensitive data.
	X
	X
	X
	X

	19. Furnish locks and other protective measures on doors and windows to prevent unauthorized access to computer and support areas.
	X
	X
	X
	X

	20. Install emergency (panic) hardware on "Emergency Exit Only" doors. Ensure that emergency exits are appropriately marked.
	X
	X
	X
	X

	21. Specify fire-rated walls, ceilings, and doors for construction of new computer facilities or modifications of existing facilities.
	X
	X
	0
	0

	22. Install smoke and fire detection systems with alarms in the computer facility. When feasible, connect all alarms to a control alarm panel within the facility and to a manned guard station or fire station.
	X
	X
	0
	0

	23. Install fire suppression equipment in the computer facility, which may include area sprinkler systems with protected control valves and/or fire extinguishers.
	X
	X
	X
	0

	24. Provide emergency power shutdown controls to shut down AIS equipment and air conditioning systems in the event of fire or other emergencies. Include protective covers for emergency controls to prevent accidental activation.
	X
	X
	X
	0

	25. Provide waterproof covers to protect computers and other electronic equipment from water damage.
	X
	X
	0
	0

	26. Establish a fire emergency preparedness plan to include training of fire emergency response teams, development and testing of an evacuation plan, and on-site orientation visits for the local fire department.
	  

X
	  

X
	  

X
	  

0

	27. Secure communication lines.
	X
	X
	X
	0

	28. Conduct Tempest testing of operating system.
	X
	0
	0
	0

	29. Ensure that all requirements of NSDD-145 (National Security Decision Directive) are met.
	X
	0
	0
	0

	30. Establish detailed risk management program.
	X
	X
	X
	0

	31. Establish Computer Systems Security Plans for sensitive systems.
	X
	X
	X
	0

	32. Conduct formal risk analyses.
	X
	X
	X
	0

	33. Establish employee security awareness and training programs.
	X
	X
	X
	X

	34. Maintain accurate inventory of all hardware and software.
	X
	X
	X
	X

	35. Establish security review and certification program.
	X
	X
	X
	0

	36. Establish contingency plan.
	X
	X
	X
	0

	37. Establish emergency power program.
	X
	X
	X
	0

	38. Ensure that all personnel positions have been assigned security level designations.
	X
	X
	X
	X

	39. Conduct periodic security level designation reviews.
	X
	X
	X
	0

	40. Ensure that all personnel, including contractors, have received appropriate background investigations.
	X
	X
	X
	0

	41. Maintain a list of all personnel, including contractors, who have been approved for 6C (High Risk Public Trust), 5C (Moderate Risk Public Trust), 4C (Top Secret, requiring special security considerations), 3C (Top Secret), and 2C (Secret or Confidential) risk level positions.
	X
	X
	0
	0



Appendix A. References
A. Public Policy and Law 

Computer Crime Act of 1984.

Computer Security Act of 1987, P.L. 100-235 (1988).

Concealment, Removal, or Mutilation Generally, 18 U.S.C. 1071 (1948).

Counterfeit Access Device and Computer Fraud and Abuse Act of 1984, 18 U.S.C. 1030 (1984).

Disclosure of Confidential Information Generally, 18 U.S.C. 1905 (1948).

Federal Manager's Financial Integrity Act of 1982, P.L. 97-255, 31 U.S.C. 66a (1982).

Food, Drug, and Cosmetic Act.

Freedom of Information Act, P.L. 90-23.

Interception and Disclosure of Wire or Oral Communications Prohibited, 18 U.S.C. 2511 (1968).

Malicious Mischief, 18 U.S.C. 1361 (1967).

Paperwork Reduction Act of 1980, P.L. 96-511, 44 U.S.C. 3501-3520 (1980), as amended in the Paperwork Reauthorization Act.

Privacy Act of 1974, P.L. 93-579, 5 U.S.C. 552a (1974).

Public Health Service Act.

Public Information Agency Rules, Opinions, Records, and Proceedings (Freedom of Information Act), 5 U.S.C. 552 (1967).

Public Money, Property, or Records, 18 U.S.C. 641 (1948).

45 Code of Federal Regulations (CFR), Part 74.

  B. Office of Management and Budget

OMB Circular A-11, "Preparation and Submission of Budget Estimates," June 17, 1988.

OMB Circular A-109, "Major Systems Acquisitions," April 5, 1976.

OMB Circular A-123, Revised, "Internal Control Systems," August 4, 1986.

OMB Circular A-127, "Financial Management Systems," December 19, 1984.

OMB Circular A-130, "Management of Federal Information Resources," December 12, 1985.

OMB Bulletin No. 90-08, "Guidance for Preparation of Security Plans for Federal Computer Systems that Contain Sensitive Information," July 9, 1990.

OMB Internal Control Guidelines, December 1982.

OMB Memorandum, "Application of Subsection M of the Privacy Act," November 30, 1979.

"OMB Privacy Act Guidelines," published in the Federal Register (FR) 40, 28934-28978, July 9, 1975.

"OMB Revised Supplemental Guidance for Conducting Computer Matching Programs," FR 47, 21656-21658, May 19, 1982.

"OMB Supplementary Privacy Act Guidance," FR 40, 56741-56743, December 4, 1975.

C. General Services Administration
Federal Information Resources Management Regulation (FIRMR), 1990.

Federal Procurement Management Regulations.

GSA Handbook, "Federal ADP and Telecommunications Standards Index." 

FIRMR Bulletin C-22, "Security and Privacy Protection of Federal Information Processing (FIP) Resources," September 18, 1992.

FIRMR Bulletin C-28, "Computer Viruses," November 6, 1990.

41 Code of Federal Regulations (CFR) Subparts 1-4.11, "Procurement and Contracting Government-wide for Automated Data Processing, Equipment, Software, Maintenance Services, and Supplies."

D. Office of Personnel Management
Federal Personnel Manual (FPM) Chapter 731, "Personnel Suitability."

FPM Chapter 732, "National Security Positions." 

5 CFR Part 930, "Training Requirements for the Computer Security Act."

E. National Institute of Standards and Technology
Federal Information Processing Standards Publication (FIPS) 11-3, American National Dictionary for Information Systems, February 1991.

FIPS PUB 31, Guidelines for Automated Data Processing Physical Security and Risk Management, June 1974.

FIPS PUB 38, Guidelines for Documentation of Computer Programs and Automated Data Systems, February 1976.

FIPS PUB 41, Computer Security Guidelines for Implementing the Privacy Act of 1974, May 1975.

FIPS PUB 46-1, Data Encryption Standard, January 1988.

FIPS PUB 48, Guidelines on Evaluation Techniques for Automated Personnel Identification, April 1977.

FIPS PUB 64, Guidelines for Documentation of Computer Programs and Automated Data Systems for the Initiation Phase, August 1979.

FIPS PUB 65, Guideline for Automated Data Processing Risk Analysis, August 1979.

FIPS PUB 73, Guidelines for Security of Computer Applications, June 1980.

FIPS PUB 74, Guidelines for Implementing and Using the NBS Data Encryption Standard, April 1981.

FIPS PUB 81, DES Modes of Operation, December 1980.

FIPS PUB 83, Guideline on User Authentication Techniques for Computer Network Access Control, September 1980.

FIPS PUB 87, Guidelines for ADP Contingency Planning, March 1981.

FIPS PUB 88, Guideline on Integrity Assurance and Control in Database Administration, August 1981.

FIPS PUB 101, Guideline for Lifecycle Validation, Verification, and Testing of Computer Software, June 1983.

FIPS PUB 102, Guideline for Computer Security Certification and Accreditation, September 1983.

FIPS PUB 112, Password Usage, May 1985.

FIPS PUB 113, Computer Data Authentication, May 1985.

FIPS PUB 132, Guideline for Software Verification and Validation Plans, November 1987.

FIPS PUB 139, Interoperability and Security Requirements for Use of the Data Encryption Standard in the Physical Layer of Data Communications, August 1983.
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Appendix B. Control Requirements
A. Application Controls (1-7)
1. Transactions are authorized. Management must authorize information entered into automated information systems.

2. Transactions are valid. Automated information systems must process only data that represent legitimate events.

3. Information is complete. Only valid data may be processed by an automated information system.

4. Information is accurate. Data must be free from error during all phases of processing, within defined levels of tolerance.

5. Information is timely. Data must reflect the correct cycle, version, or period for the processing being performed. Financial management data must be recorded as soon as practical after the occurrence of the event, and relevant preliminary data must be made available to managers promptly after the end of the reporting period.

6. System and data are secure. Data files, computer programs, and equipment must be kept secure from unauthorized changes, accidental changes, unauthorized disclosure and use, and physical destruction. Detective and corrective controls may also apply, depending on the sensitivity level designation of system data.

7. System is auditable. An information trail must exist that establishes individual accountability for transactions and permits an analysis of breakdowns and other anomalies in the system.

B. General Controls (8-33)
8. System controls exist. The control system for each automated information system must ensure that appropriate safeguards are incorporated into the system, tested before implementation, and tested periodically after implementation.

9. Five-year system plan is developed. Each Agency must develop a plan, including specific milestones with obligation and outlay estimates, for every automated information system in the Agency. This requirement covers both existing automated information systems and systems under development.

10. Contingency plan/disaster recovery plan exists. Agencies must develop, maintain, and test disaster recovery and continuity of operations plans for their data center(s) to provide reasonable continuity of data processing support if normal operations are prevented.

11. Vulnerability assessment is conducted. Agencies must review the susceptibility of their programs or functions to waste, loss, unauthorized use, or misappropriation, by conducting vulnerability assessments or equivalent studies, such as audits.

12. Cost-benefit analysis exists. Agencies must determine and compare the benefits of proposed systems or controls against the cost of developing and operating those systems or controls. Only proposals for which the expected benefits exceed the estimated costs by 10 percent should be considered for development, unless otherwise specifically required by statute.

13. Reasonable assurance is applied. Reasonable assurance equates to a satisfactory level of confidence, based on management's judgement of the cost/benefits of controls versus recognized risks. It is recognized that it is not cost-effective to attain 100 percent assurance. Each Agency must provide reasonable assurance.

14. Control objectives are defined. Agencies must establish goals to address known vulnerabilities, or to promote reliability or security of automated information systems.

15. Control techniques are selected. Agencies must develop methods to satisfy control requirements by preventing, detecting, and/or correcting undesired events.

16. Adequacy of security requirements is determined. Agencies must ensure that appropriate technical, administrative, physical, and personnel security requirements are included in specifications for the acquisition or operation of automated information system facilities, equipment, or software.

17. Security specifications exist. Internal control and security requirements must be stated as design specifications and approved by management before application system development begins.

18. Adequacy of security specifications is determined. Agencies must present proof to management that design specifications satisfy control requirements to authorize computer program development and/or modification (programming).

19. System design is approved. Before development (programming) of an automated information system is authorized, management must be assured that the system design satisfies user requirements and incorporates the appropriate control requirements. The design review must be documented and be available for examination.

20. Controls are documented. Internal control systems, including all transactions and significant events, must be clearly documented and readily available for examination.

21. System documentation exists. Documentation must reflect the current state of an automated information system as it is being operated. The documentation must be sufficient to ensure effective operation by users and system maintenance by programmers.

22. System contingency plan exists. Plans must be developed, documented, and tested to assure that the users of automated information systems can continue to perform essential functions in the event that processing capability is interrupted. The plan must also be consistent with the Agency-wide disaster recovery plan.

23. Controls are tested. Before a new or modified automated information system is placed into production status, its controls must be tested to prove that they operate as intended. The test results must be documented and sent to management for approval prior to implementation of the system.

24. System test is conducted. Before implementation of an automated information system is authorized, evidence that the system operates as intended must be presented to management. This evidence must also include the results of controls testing. The test results must be documented and available for examination.

25. Test results are documented. Documentation must demonstrate that the control and functionality requirements of automated information systems operate as intended.

26. System is certified prior to implementation. Before an automated information system can be implemented, an Agency official must certify that the system meets all applicable Federal policies, regulations, and standards, and that test results demonstrate that installed controls are adequate for the system.

27. Controls review is performed. Periodically, each automated information system must be tested to determine if its controls still function as intended. The results of these tests must be documented and available for examination.

28. Periodic reviews and recertifications are conducted. At least once every three years, Agencies must review their automated information systems and recertify the adequacy of their safeguards. The recertifications must be documented and available for review.

29. Periodic risk assessments are conducted. Agencies must conduct periodic risk assessments at their automated information facilities to provide a measure of the relative vulnerabilities and threats to the facilities so that security resources can be effectively distributed to minimize potential loss.

30. Corrective action is taken; audit findings are resolved promptly. Managers must promptly evaluate audit findings and recommendations, determine proper corrective actions, and complete those actions.

31. Annual report on internal controls is prepared. Each Agency must annually determine if its systems of internal controls are in compliance with the Comptroller General's standards.

32. Annual report on accounting systems is prepared. Each Agency must annually determine if its accounting systems are in compliance with the Comptroller General's standards.

33. Annual reports are sent to President. The head of each Agency must sign annual reports and transmit them to both the President and Congress.

C. Administrative Controls (34-45)
34. Organizational responsibility is affixed. The Agency must assign responsibility for planning and directing the controls evaluation process for the organization. The programs and functions conducted in each organizational component must also be specified.

35. Separation of duties exists. Key duties and responsibilities in authorizing, processing, recording, and reviewing transactions must be separated among individuals.

36. Supervision is provided. Qualified and continuous supervision must be provided to ensure that control requirements are met.

37. Supportive attitudes exist. Managers and employees should maintain and demonstrate a positive and supportive attitude toward controls at all times.

38. Personnel are competent. Managers and employees should demonstrate personal and professional integrity and maintain a level of competence that allows them to accomplish their assigned duties, and to understand the importance of developing and implementing good controls.

39. Security training program exists. Agencies must establish a security awareness and training program so that Agency and contractor personnel involved with automated information systems are aware of their security responsibilities and know how to fulfill them.

40. Written policies and procedures exist. Each Agency must establish administrative procedures to enforce the intended functioning of controls, and to ensure that performance appraisals reflect execution of control-related responsibilities.

41. Personnel security policies exist. Each Agency must establish and manage personnel security procedures, including requirements for screening Agency and contractor personnel involved in the design, development, operation, maintenance, or use of automated information systems. The level of screening depends on the sensitivity level designation of system data.

42. Individual responsibilities are affixed. Assignments of responsibility must be made for internal controls, accounting systems, and data center security on an Agency-wide and individual system/center basis.

43. Custody and accountability are assigned. Each official whose function is supported by an automated information system is responsible and accountable for the products of the system.

44. Record retention procedures exist. Each Agency must establish procedures for the retention, archiving, and destruction of data files.

45. Release of information is provided for. Each Agency must have procedures in place so that information can be extracted from systems to meet requests made under the Privacy Act and the Freedom of Information Act.

D. Required System Functions (46-55)
46. System is efficient. The benefits of an automated information system must exceed the costs to develop or operate the system.

47. System operation is economical. Uneconomical systems must be identified and phased out.

48. System is effective. Periodically, each automated information system must be reviewed to determine if the system still meets organizational needs.

49. System supports management. Data must be recorded and reported in a manner that facilitates the fulfillment of responsibilities of both program and administrative managers.

50. System supports budget. Financial management data must be recorded, stored, and reported to facilitate budget preparation, analysis, and execution.

51. Comparability/consistency is provided for. Financial management data must be recorded and reported in the same manner throughout an Agency, using uniform definitions that are synchronized with budgeting for each reporting period.

52. System is useful/relevant. Data capture and reports must be tailored to specific user needs, and, if usage does not justify costs, the data or reports must be terminated.

53. System provides full disclosure. Data must be recorded and reported in a manner that provides users of the data with complete information about the subject of the report, in accordance with Office of Management and Budget, Treasury, and Privacy Act standards.

54. Individual access is allowed. Information about an individual contained in a database must be extracted in response to a request by that individual or his/her representative, when required by the Privacy Act.

55. Network compatibility exists. All new automated information systems developed or acquired must be compatible with any existing systems that will be linked to the new system.

 

Appendix C. Control Requirements Cross Referenced to Major Control Directives
	Item No.
	Requirements
	OMB
A-123
	OMB
ICG
	OMB
A-127
	OMB
A-130
	GAO
Title II
	FMFIA
	Privacy Act

	A
	APPLICATION CONTROLS (1-7)

	1
	Transactions are authorized.
	X
	X
	 
	X
	X
	 
	X

	2
	Transactions are valid.
	X
	X
	 
	X
	X
	 
	 

	3
	Information is complete.
	X
	X
	X
	 
	X
	X
	X

	4
	Information is accurate.
	X
	X
	X
	X
	X
	X
	X

	5
	Information is timely.
	X
	X
	X
	 
	X
	X
	X

	6
	System and data are secure.
	 
	 
	 
	X
	 
	X
	X

	7
	System is auditable.
	 
	 
	X
	 
	X
	 
	 

	B
	GENERAL CONTROLS (8-33)

	8
	System controls exist.
	 
	 
	 
	X
	X
	 
	 

	9
	Five-year system plan is developed.
	 
	 
	X
	X
	X
	 
	 

	10
	Contingency plan/disaster recovery plan exists.
	 
	 
	 
	X
	X
	 
	 

	11
	Vulnerability assessment is conducted.
	X
	X
	 
	 
	X
	 
	 

	12
	Cost/benefit analysis exists.
	 
	 
	 
	 
	X
	 
	X

	13
	Reasonable assurance is applied.
	X
	X
	X
	X
	X
	X
	 

	14
	Control objectives are defined.
	X
	X
	 
	 
	X
	 
	 

	15
	Control techniques are selected.
	X
	X
	 
	 
	X
	 
	 

	16
	Adequacy of security requirements is determined.
	 
	 
	 
	X
	 
	 
	X

	17
	Security specifications exist.
	 
	 
	 
	X
	X
	 
	 

	18
	Adequacy of security specifications is determined.
	 
	 
	 
	X
	 
	 
	 

	19
	System design is approved.
	 
	 
	 
	X
	X
	 
	 

	20
	Controls are documented.
	X
	X
	 
	 
	X
	 
	 

	21
	System documentation exists.
	 
	 
	 
	 
	X
	 
	 

	22
	System contingency plan exists.
	 
	 
	 
	X
	X
	 
	 

	23
	Controls are tested.
	 
	 
	 
	X
	X
	 
	 

	24
	System test is conducted.
	 
	 
	 
	 
	X
	 
	 

	25
	Test results are documented.
	 
	 
	 
	X
	X
	 
	 

	26
	System is certified prior to implementation.
	 
	 
	 
	X
	 
	 
	 

	27
	Control review is performed.
	X
	X
	X
	 
	X
	X
	 

	28
	Periodic reviews and recertifications are conducted.
	 
	 
	X
	X
	X
	 
	X

	29
	Periodic risk assessments are conducted.
	 
	 
	 
	X
	X
	 
	 

	30
	Corrective action is taken; audit findings are resolved promptly.
	X
	X
	 
	 
	X
	 
	 

	31
	Annual report on internal controls is prepared.
	 
	X
	X
	 
	X
	 
	 

	32
	Annual report on accounting systems is prepared.
	 
	 
	 
	 
	X
	X
	 

	33
	Annual reports are sent to the President.
	X
	X
	 
	X
	X
	X
	 

	C
	ADMINISTRATIVE CONTROLS (34-45)

	34
	Organizational responsibility is affixed.
	 
	X
	 
	 
	 
	 
	X

	35
	Separation of duties exists.
	X
	X
	 
	 
	X
	 
	 

	36
	Supervision is provided.
	X
	X
	 
	 
	X
	 
	 

	37
	Supportive attitudes exist.
	X
	X
	 
	 
	X
	 
	 

	38
	Personnel are competent.
	X
	X
	 
	 
	X
	 
	 

	39
	Security training program exists.
	 
	 
	 
	X
	 
	 
	 

	40
	Written policies and procedures exist.
	X
	X
	X
	 
	 
	 
	X

	41
	Personnel security policies exist.
	 
	 
	 
	X
	 
	 
	 

	42
	Individual responsibilities are affixed.
	X
	X
	X
	X
	X
	 
	 

	43
	Custody and accountability are assigned.
	X
	X
	 
	X
	X
	X
	 

	44
	Record retention procedures exist.
	 
	 
	 
	 
	 
	 
	X

	45
	Release of information is provided for.
	 
	 
	 
	 
	 
	 
	X

	D
	REQUIRED SYSTEM FUNCTIONS (46-55)

	46
	System is efficient.
	 
	 
	X
	 
	X
	 
	 

	47
	System operation is economical.
	 
	 
	X
	 
	X
	 
	 

	48
	System is effective.
	 
	 
	 
	X
	X
	 
	 

	49
	System supports management.
	 
	 
	X
	 
	 
	 
	 

	50
	System supports the budget.
	 
	 
	X
	 
	X
	 
	 

	51
	Comparability/consistency is provided for.
	 
	 
	X
	 
	X
	 
	 

	52
	System is useful/relevant.
	 
	 
	X
	X
	X
	 
	X

	53
	System provides full disclosure.
	 
	 
	X
	 
	X
	 
	X

	54
	Individual access is allowed.
	 
	 
	 
	X
	 
	X
	X

	55
	Network compatibility exists.
	 
	 
	 
	X
	 
	 
	 



Appendix D. Definitions
ACCESS TO INFORMATION Access to information refers to the function of providing to members of the public, upon their request, the Government information to which they are entitled under law. (OMB Circular A-130)

ACCREDITATION Accreditation is the official management authorization for the operation of an application and is based on the certification process as well as other management considerations. (FIPS PUB 102)

AGENCY Agency means any executive department, military department, Government corporation, Government controlled corporation, or other establishment in the executive branch of the Government, or any independent regulatory agency. Within the Executive Office of the President, the term includes only the Office of Management and Budget and the Office of Administration. (OMB Circular A-130)

APPLICATION SYSTEM An application system is a computer system written by or for a user that applies to the user's work; for example, a payroll system, inventory control system, or a statistical analysis system. (FIPS PUB 11-3)

APPLICATION SYSTEM MANAGER An Application System Manager is the official who is responsible for the operation and use of an application system. (DHHS Definition)

AUTOMATED INFORMATION SYSTEM (AIS) An AIS is the organized collection, processing, transmission, and dissemination of automated information in accordance with defined procedures. (OMB Circular A-130)

[AUTOMATED INFORMATION SYSTEM] ASSET An AIS asset is any software, data, hardware, administrative, physical, communications, or personnel resource within an ADP system or activity. (NISTIR 4659)

AUTOMATED INFORMATION SYSTEM FACILITY [INFORMATION TECHNOLOGY FACILITY] An AIS facility is an organizationally defined set of personnel, hardware, software, and physical facilities, a primary function of which is the operation of information technology. [AIS facilities range from large centralized computer centers to individual stand-alone microcomputers.] (OMB Circular A-130)

AUTOMATED INFORMATION SYSTEM MANAGER An AIS Manager is the official who is responsible for the operation and use of an automated information system. (DHHS Definition)

AUTOMATED INFORMATION SYSTEM SECURITY [COMPUTER SECURITY] AIS security refers to the concepts, techniques, technical measures, and administrative measures used to protect the hardware, software, and data of an information processing system from deliberate or inadvertent unauthorized acquisition, damage, destruction, disclosure, manipulation, modification, use, or loss. (FIPS PUB 11-3)

CERTIFICATION Certification consists of a technical evaluation of a sensitive application to see how well it meets security requirements. (FIPS PUB 102)

COMMUNICATIONS PROTOCOL A communications protocol is a set of rules or standards designed to enable computers [of different makes and models] to connect with one another and to exchange information with as little error as possible. (Microsoft Press Computer Dictionary)

COMPUTER SECURITY INCIDENT RESPONSE CAPABILITY (CSIRC) A CSIRC is that part of the computer security effort that provides the capability to respond to computer security threats rapidly and effectively. [A CSIRC provides a way for users to report incidents, and it provides personnel and tools for investigating and resolving incidents, and mechanisms for disseminating incident-related information to management and users. Analysis of incidents also reveals vulnerabilities, which can be eliminated to prevent future incidents.] (NIST SPEC PUB 800-3)

COMPUTER SYSTEM Any equipment or interconnected system or subsystems of equipment used in the automatic acquisition, storage, manipulation, management, movement, control, display, switching, interchange, transmission, or reception of data or information; including computers; ancillary equipment; software, firmware, and similar procedures; services, including support services; and related resources as defined by regulations issued by the Administrator for General Services pursuant to section 111 of the Federal Property and Administrative Services Act of 1949. (Computer Security Act of 1987)

COMPUTER SYSTEMS SECURITY PLAN (CSSP) The CSSP provides a basic overview of the security and privacy requirements of the subject system and the agency's plan for meeting those requirements. (OMB Bulletin 90-08) 

CONTINGENCY PLAN A contingency plan is a plan for emergency response, backup procedures, and post-disaster recovery. Synonymous with disaster plan and emergency plan. (FIPS PUB 11-3)

DATA COMMUNICATIONS Data communication is the transfer of data between functional units by means of data transmission according to a protocol. (FIPS PUB 11-3)

DATA ENCRYPTION STANDARD (DES) The National Institute of Standards and Technology Data Encryption Standard was adopted by the U.S. Government as Federal Information Processing Standard (FIPS) Publication 46 [at publication 46-1], which allows only hardware implementations of the data encryption algorithm. (FIPS PUB 11-3)

DATABASE A database is a collection of interrelated data, often with controlled redundancy, organized according to a schema to serve one or more applications; the data are stored so that they can be used by different programs without concern for the data structure or organization. A common approach is used to add new data and to modify and retrieve existing data. (FIPS PUB 11-3)

DATABASE MANAGER A Database Manager is the official who is responsible for the operation and use of a database. (DHHS Definition)

DISSEMINATION OF INFORMATION Dissemination of information refers to the function of distributing Government information to the public, whether through printed documents, or electronic or other media. Dissemination of information does not include intra-agency use of information, inter-agency sharing of information, or responding to public requests for access to information. (OMB Circular A-130)

ENCRYPTION Encryption is the process of making information indecipherable to protect it from unauthorized viewing or use, especially during transmission or when it is stored on a transportable magnetic medium. (Microsoft Press Computer Dictionary)

FEDERAL COMPUTER SYSTEM A Federal computer system is a computer system operated by a Federal agency or by a contractor of a Federal agency or other organization that processes information (using a computer system) on behalf of the Federal Government to accomplish a Federal function. A Federal computer system includes automatic data processing equipment as that term is defined in section 111(a)(2) of the Federal Property and Administrative Services Act of 1949. (Computer Security Act of 1987)

GOVERNMENT INFORMATION Government information is any information that is created, collected, processed, transmitted, disseminated, used, stored, or disposed of by the Federal Government. (OMB Circular A-130)

GOVERNMENT OPEN SYSTEMS INTERCONNECTION PROFILE (GOSIP) GOSIP defines a common set of data communications protocols which enable systems developed by different vendors to inter-operate and enable the users of different applications on these systems to exchange information. (FIPS PUB 146-1)

GOVERNMENT PUBLICATION A Government publication is informational matter which is published as an individual document at Government expense, or as required by law. (OMB Circular A-130)

HACKER A hacker is a person who secretively invades others' computers, inspecting or tampering with the programs or data stored on them. (Microsoft Press Computer Dictionary)

INFORMATION Information is any communication or reception of knowledge, such as facts, data, or opinions, including numerical, graphic, or narrative forms, whether oral or maintained in any other medium, including computerized data bases, paper, microform, or magnetic tape. (OMB Circular A-130)

INFORMATION RESOURCES MANAGEMENT (IRM) IRM is the planning, budgeting, organizing, directing, training, and control associated with Government information. The term encompasses both the information itself and related resources, such as personnel, equipment, funds, and technology. (OMB Circular A-130)

INFORMATION SYSTEMS SECURITY (INFOSEC) An INFOSEC is the protection afforded to information systems to preserve the availability, integrity, and confidentiality of the systems and information contained in the systems. [Protection results from the application of a combination of security measures, including cryptosecurity, transmission security, emission security, computer security, information security, personnel security, resource security, and physical security.] (NISTIR 4659)

INFORMATION TECHNOLOGY UTILITY (ITU) An ITU is an organizationally defined set of personnel, hardware, software, and physical facilities, a primary function of which is to coordinate the operation of geographically dispersed automated information systems and automated information system facilities. ITUs range in size from wide area networks covering widely dispersed geographical areas to local area networks covering a single office. (DHHS Definition)

KEYSTROKE MONITORING Keystroke monitoring is a process whereby computer system administrators view or record both the keystrokes entered by a computer user and the computer's response during a user-to-computer session. (CSL Bulletin)

LOCAL AREA NETWORK (LAN) A LAN is a group of computers and other devices dispersed over a relatively limited area and connected by a communications link that enables any device to interact with any other on the network. (Microsoft Press Computer Dictionary)

MALICIOUS SOFTWARE Malicious software is the collective name for a class of programs intended to disrupt or harm systems and networks. The most widely known example of malicious software is the computer virus; other examples are Trojan horses and worms. (DHHS Definition, adapted from NIST SPEC PUB 500-166)

MICROCOMPUTER A microcomputer is a computer built around a single-chip microprocessor. Less powerful than minicomputers and mainframe computers, microcomputers have nevertheless evolved into very powerful machines capable of complex tasks. Technology is progressing so quickly that state-of-the-art microcomputers are as powerful as mainframes of only a few years ago, at a fraction of the cost. (Microsoft Press Computer Dictionary)

MODEM "Modem" is short for modulator/demodulator, a communications device that enables a computer to transmit information over a standard telephone line. Modems convert digital computer signals into analog telephone signals (modulate) and the reverse (demodulate). (Microsoft Press Computer Dictionary)

NETWORK A network is a group of computers and associated devices that are connected by communications facilities. A network can involve permanent connections, such as cables, or temporary connections made through telephone or other communications links. A network can be as small as a local area network consisting of a few computers, printers, and other devices, or it can consist of many small and large computers distributed over a vast geographic area. Small or large, a computer network exists to provide computer users with the means of communicating and transferring information electronically. (Microsoft Press Computer Dictionary)

OPEN SYSTEM An open system is a computer network designed to incorporate all devices, regardless of manufacturer or model, that can use the same communications facilities and protocols. (Microsoft Press Computer Dictionary)

PERSONNEL SECURITY Personnel security refers to the procedures established to ensure that each individual has a background which indicates a level of assurance of trustworthiness which is commensurate with the value of ADP resources which the individual will be able to access. (NISTIR 4659)

PHYSICAL SECURITY Physical security refers to the application of physical barriers and control procedures as preventive measures and countermeasures against threats to resources and sensitive information. (NISTIR 4659)

RISK ANALYSIS A risk analysis is the identification and study of the vulnerability of a system and the possible threats to its security. (FIPS PUB 11-3)

RISK MANAGEMENT Risk management is the process of identifying, controlling, and eliminating or minimizing uncertain events that may affect system resources. It includes risk analysis, cost benefit analysis, selection, implementation and test, security evaluation of safeguards, and overall security review. (NISTIR 4659)

RESOURCE A resource is any agency AIS asset. (DHHS Definition)

SECURITY LEVEL DESIGNATION The security level designation is a rating based on the sensitivity of data (i.e., the need to protect data from unauthorized disclosure, fraud, waste, or abuse) and the operational criticality of data processing capabilities (i.e., the consequences were data processing capabilities to be interrupted for some period of time or subjected to fraud or abuse). There are four security level designations for data sensitivity and four security level designations for operational criticality. The highest security level designation for any data or process within an AIS is assigned for the overall security level designation. (DHHS Definition)

SECURITY SPECIFICATION A security specification is a detailed description of the safeguards required to protect a sensitive application [or any AIS asset]. (OMB Circular A-130)

SENSITIVE APPLICATION A sensitive application is an application of information technology that requires protection because it processes sensitive data, or because of the risk and magnitude of loss or harm that could result from improper operation, deliberate manipulation, [or delivery interruption] of the application. (OMB Circular A-130)

SENSITIVE DATA Sensitive data are data that require protection due to the risk and magnitude of loss or harm that could result from inadvertent or deliberate disclosure, alteration, or destruction of the data. The term includes data whose improper use or disclosure could adversely affect the ability of an agency to accomplish its mission, proprietary data, records about individuals requiring protection under the Privacy Act, and data not releasable under the Freedom of Information Act. (OMB Circular A-130)

SENSITIVE INFORMATION Sensitive information is any information, the loss, misuse, or unauthorized access to or modification of which could adversely affect the national interest or the conduct of Federal programs, or the privacy to which individuals are entitled under section 552a of title 5, United States Code (the Privacy Act), but which has not been specifically authorized under criteria established by an Executive order or an Act of Congress to be kept secret in the interest of national defense or foreign policy. (Computer Security Act of 1987)

SIGNIFICANT CHANGE A significant change is a physical, administrative, or technical modification that alters the degree of protection required. Examples include adding a local area network, changing from batch to on-line processing, adding dial-up capability, and increasing the equipment capacity of the installation. (DHHS Definition)

SYSTEM LIFE CYCLE The system life cycle is the period of time beginning when the software product is conceived and ending when the resultant software products are no longer available for use. The system life cycle is typically broken into phases, such as requirements, design, programming and testing, installation, and operations and maintenance. Each phase consists of a well-defined set of activities whose products lead to the evolution of the activities and products of each successive phase. (FIPS PUB 101)

TELECOMMUNICATIONS Telecommunications is a general term for the electronic transmission of information of any type, including data, television pictures, sound, and facsimiles. (Microsoft Press Computer Dictionary)

TROJAN HORSE A Trojan horse is a destructive program disguised as a game, a utility, or an application. When run, a Trojan horse does something devious to the computer system while appearing to do something useful. (Microsoft Press Computer Dictionary)

USER A user is any organizational or programmatic entity that [utilizes or] receives service from an [automated information system] facility. A user may be either internal or external to the agency organization responsible for the facility, but normally does not report to either the manager or director of the facility or to the same immediate supervisor. (OMB Circular A-130)

VIRUS A virus is a program that infects computer files (usually other executable programs) by inserting in those files copies of itself. This is usually done in such a manner that the copies will be executed when the file is loaded into memory, allowing them to infect still other files, and so on. Viruses often have damaging side effects, sometimes intentionally, sometimes not. (Microsoft Press Computer Dictionary)

WIDE AREA NETWORK (WAN) A WAN is a communications network that connects geographically separated areas. (Microsoft Press Computer Dictionary)

WORM A worm is a program that propagates itself across computers, usually by spawning copies of itself in each computer's memory. A worm might duplicate itself in one computer so often that it causes the computer to crash. Sometimes written in separate segments, a worm is introduced surreptitiously into a host system either for fun or with intent to damage or destroy information. (Microsoft Press Computer Dictionary)
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Appendix E. Acronyms
ADP - Automated Data Processing
AIS - Automated Information System
AISSP - Automated Information Systems Security Program
AIS-STOP - Automated Information Systems Security Training and Orientation Program
ASPER - Assistant Secretary for Personnel Administration
ASMB - Assistant Secretary for Management and Budget

BI - Background Investigation

CERTeam - Computer Emergency Response Team
CFR - Code of Federal Regulations
CRT - Cathode Ray Tube
CSIRC - Computer Security Incident Response Capability
CSSP - Computer Systems Security Plan

DES - Data Encryption Standard
DHHS - Department of Health and Human Services

FIP -Federal Information Processing
FIPS PUB - Federal Information Processing Standards Publication
FIRMR - Federal Information Resources Management Regulation
FMFIA - Federal Manager's Financial Integrity Act
FPM - Federal Personnel Manual
FPMR - Federal Procurement Management Regulation

GAO - General Accounting Office
GOSIP - Government Open Systems Interconnection Profile
GPO - Government Printing Office
GSA - General Services Administration

ICR - Internal Controls Review
ICG - (OMB)  Internal Control Guidelines
IRM - Information Resources Management
IRMER - Information Resources Management Environment and Resources Report
ISSO - Information Systems Security Officer
ITU - Information Technology Utility

LAN - Local Area Network
LBI - Limited Background Investigation

NACI - National Agency Check and Inquiry Investigation
NACIC - National Agency Check and Inquiry Investigation plus Credit Check
NARA - National Archives and Records Administration
NFPA - National Fire Protection Association
NIST - National Institute of Standards and Technology

ODPC - Off-Site Data Processing Center
OIRM - Office of Information Resources Management
OMB - Office of Management and Budget
OPDIV - Operating Division
OPM - Office of Personnel Management

PA/FOIA - Privacy Act/Freedom of Information Act
PC - Personal Computer
P.L. - Public Law

RFP - Request for Proposals

SBI - Single Scope Background Investigation
SDD - (ASPER) Personnel Security and Drug Testing Program Division
SOW - Statement of Work
SPEC PUB - (NIST) Special Publication 

U.S.C. - United States Code

WAN - Wide Area Network

 

Appendices
Overview
Appendix A, References, lists the publications used in developing the AISSP Handbook.
Appendix B, Control Requirements, reproduces the set of 55 control requirements derived from the major control directives, as identified by the President's Council on Management Improvement and the President's Council on Integrity and Efficiency, and published in the Model Framework for Management Control Over Automated Information Systems.

Appendix C, Control Requirements Cross Referenced to Major Control Directives, cross references the 55 control requirements to the seven major control directives, as identified by the President's Council on Management Improvement and the President's Council on Integrity and Efficiency, and published in the Model Framework for Management Control Over Automated Information Systems. The control directives are: Office of Management and Budget (OMB) Circular A-123, OMB Internal Control Guidelines, OMB Circular A-127, OMB Circular A-130, General Accounting Office Title II, the Federal Manager's Financial Integrity Act of 1982, and the Privacy Act of 1974.

Appendix D, Definitions, defines terms used in the AISSP Handbook.
Appendix E, Acronyms, defines acronyms used in the AISSP Handbook.
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